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INTISARI

Penelitian ini berfokus pada perancangan sistem machine learning untuk
melakukan Klasifikasi kendaraan pada persimpangan lampu lalu lintas. Sistem machine
learning yang dibuat pada penelitian menghasilkan model training machine learning yang
kemudian diintegrasikan ke dalam aplikasi sehingga dapat melakukan klasifikasi dan
penghitung kendaraan kelas roda dua serta roda empat baik secara real time maupun
rekaman video pada CCTV lampu lalu lintas. Dataset gambar yang dikumpulkan
disesuaikan dengan lingkungan yaitu lalu lintas. Semakin banyak dataset maka akan lebih
baik lagi performa dari model machine learning yang dibuat. Algoritma YOLO yang
merupakan pengembangan algoritma Convolutional Neural Network digunakan karena
memberikan performa sangat baik serta training model machine learning yang tidak
memakan banyak waktu. Aplikasi yang dibuat memiliki fitur dalam menghitung nilai
kendaraan yang melaju dari atas ke bawah dan dari bawah ke atas. Pengujian dilakukan per
menit dengan pengambilan data selama 10 kali. Aplikasi yang sudah diintegrasikan model
machine learning diuji dengan total objek yang diprediksi yaitu sebanyak 425 data gambar
uji dengan akurasi yang dihasilkan 82% dengan MSE (mean absolute error) sebesar dan
metrik evaluasi objek deteksi MAP (mean average precision) yaitu 97.51%. Ul (User
Interface) dari aplikasi sistem menggunaka library python yang dapa digunakan dengan
baik dan mudah mengakses melalui dekstop.

Kata kunci : Sistem Machine Learning Real Time, Convolutional Layer, Paramater
Konfigurasi Model Machine Learning, Visual Studi Code
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ABSTRACT

This research focuses on designing a machine learning system to carry out vehicles
at traffic light intersections. The machine learning system created in this research produces
a machine learning training model which is then integrated into the application so that it
can classify and calculate two-wheeled and four-wheeled class vehicles both in real time
and video recordings on CCTV traffic lights. The image dataset collected is adapted to the
environment, namely traffic. The more datasets, the better the performance of the machine
learning models created. The YOLO algorithm, which is the development of the
Convolutional Neural Network algorithm, is used because it provides excellent
performance and a machine learning training model that does not take much time. The
application made has a feature in calculating the value of vehicles traveling from top to
bottom and from bottom to top. The test is carried out per minute by taking data for 10
times. Applications that have integrated machine learning models were tested with a total
predicted object of 425 test image data with an accuracy of 82% with an MSE (mean
absolute error) of and evaluation of object detection MAP (mean average precision) of
97.51%. The Ul (User Interface) of the system application uses a python library that can
be used properly and is easy to access via the desktop.

Keywords: Real Time Machine Learning System, Convolutional Layer, Machine
Learning Model Configuration Parameter, Visual Studio Code
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BAB 1
PENDAHULUAN

1.1 Latar Belakang

Kendaraan merupakan alat transportasi yang saat ini sudah menjadi
kebutuhan utama dalam melakukan kegiatan sehari - hari. Jenis kendaraan yang
umum digunakan tergolong menjadi dua yaitu kendaraan roda dua dan kendaraan
roda empat dengan kapasitas berbeda - beda. Beberapa tahun terakhir, jumlah
volume kendaraan pada lalu lintas di Indonesia meningkat pesat dangan tidak
diiringi  pembangunan infrastruktur penunjang pengaturan lalu lintas yang
memadai. Menurut data dari Badan Pusat Statistik (BPS) jumlah seluruh kendaraan
bermotor (sepeda motor, mobil penumpang, mobil bis dan mobil barang) di
Indonesia pada tahun 2018 sebesar 126.508.776 juta. Data tersebut meningkat
dalam tiga tahun terakhir yaitu pada tahun 2018 hingga 2020 sebesar 9.628.675
juta. Sehingga pada 2020 data dari BPS mencatat total umlah kendaraan sebanyak
136.137.451 juta. Data tersebut diambil melalui pendaftaran registrasi kendaraan
yang masuk (BPS, 2018). Jumlah kendaraan yang terus bertambah tiap tahunnya,
yang menjadi salah satu sebab kemacetan lalu lintas di jalan raya khususnya pada
persimpangan traffic light. Hal tersebut terjadi dikarenakan lampu lalu lintas pada
beberapa wilayah masih banyak menggunakan pengaturan manual maupun timer
otomatis dalam melakukan pengaturan hitungan lampu.

Tindakan pencegahan kepadatan lalu lintas dilakukan oleh pemerintah salah
satunya dengan menambahkan kamera CCTV pada lampu lalu lintas yang memiliki
potensi kepadatan arus lalu lintas maupun kemacetan. Visualisasi dari kamera
CCTV di monitor oleh operator atau pengawas kamera CCTV pada pusat
pemantaun yang umumnya berada di dinas perhubungan daerah. Akan tetapi,
manusia (operator / pengawas kamera) memiliki kemampuan terbatas untuk
memonitor layar — layar pada pusat pemantauan yaitu rata — rata 20 — 30 layar secara
bersamaan serta melakukan pendataan status dari ruas jalan yang dipantau (Ma’ali
and Hendriyawan A, 2019).



Pemerintah khususnya dinas perhubungan di setiap daerah memiliki
kebijakan sendiri dalam melakukan penerapan mekanimse pengontrolan lampu lalu
lintas jarak jauh yang sebagian besar menggunakan kamera CCTV atau media
kamera digital. Dinas Perhubungan Kota Magelang sebagian besar pengontrolan
lampu lalu lintas menggunakan ATCS (Automatic Control System) dengan
menempatkan sensor untuk deteksi logam untuk kendaraan, namun di beberapa
tempat sudah menggunakan kontrol lampu lalu lintas dengan kamera CCTV yang
lebih efektif selain itu juga memperoleh data lapangan lalu lintas secara realtime.
Sistem kontrol lampu lalu lintas Dinas Perhubungan Kota Magelang dirancang
setiap setahun sekali dengan melakukan survei kepadatan arus lalu lintas dengan
membedakan golongan kendaraan bertipe tertentu yang umumnya golongan
kendaraan roda dua dan roda empat sebagai acuan umum kendaraan bermotor.
Survei kepadatan arus lalu lintas masih dilakukan secara manual dengan
pengambilan data di lapangan menghitung jumlah kendaraan yang melewati ruas
jalan yang padat. Survei yang dilakukan manual menggunakan bantuan perangkat
penghitung sederhana dimana surveyor akan menklik perangkat bila kendaraan
lewat, hal tersebut menyebabkan sering terjadinya human error karena operator
ataupun surveyor memiliki keterbatasan dalam penghilatan dan kemampuan
berpikir yang umumnya disebabkan faktor kelelahan.

Beberapa daerah di Indonesia sudah melakukan penerapan teknologi
kecerdasan buatan yang ditanamkan pada sistem pengaturan lampu lalu lintas
dengan melakukan pengolahan citra digital dalam upaya membantu mengatasi
kepadatan lalu lintas. Metode pengolahan citra digital digunakan dalam melakukan
pengenalan objek kendaraan untuk menentukan kepadatan pada ruas jalan yang
terlihat oleh visual kamera CCTV. Metode pengolahan citra digital yang
menerapkan kecerdasan buatan menghasilkan akurasi pembacaan objek kendaraan
yang lebih baik namun ketika diterapkan dengan perangkat kamera CCTV hasilnya
terdapat beberapa kendaraan yang tidak dapat diklasifikasikan (Harahap dkk.,
2019).

Irawanto, dkk (2022) telah melakukan penelitian yang membuat sistem

penggolongan kendaraan pada jalan tol menggunakan metode Pin Hole. Penelitian



tersebut menerapkan kemampuan pengolahan citra digital dengan memanfaatkan
kamera CCTV kemudian membuat sistem kecerdasan buatan dengan metode Pin
Hole. Sistem menghasilkan akurasi yang tinggi namun dengan golongan klasifikasi
kendaraan yang cukup banyak, maka diperlukan perangkat yang lebih besar untuk
mengelola sistem klasifikasi dan data sampel gambar kendaraan yang lebih banyak
Sampel data gambar yang sedikit menyebabkan pembacaan sistem yang tidak
sesuai. Sistem yang tidak sesuai ini berhubungan dengan kondisi dimana sistem
kecerdasan buatan memiliki akurasi yang tinggi namun ketika sistem ditanamkan
pada suatu aplikasi seperti kamera CCTV lampu lalu lintas, sistem tidak dapat
membaca atau mengenal objek kendaraan dengan baik dan tepat sehingga
menyebabkan kesalahan membaca objek kendaraan.

Budianto, dkk (2018) telah melakukan penelitian dalam melakukan
klasifikasi berdasarkan plat nomor kendaraan bermotor dengan membandingkan
dua metode berbeda metode K-Nearest Neighbor (KNN) dan Support Vector
Machine (SVM). Hasil yang didapat menunjukkan metode KNN menghasilkan
akurasi sebesar 80% dan SVM menghasilkan akuasi sebesar 95%. Penelitian
tersebut membahas analisis dari dua metode berbeda dengan akurasi yang cukup
tinggi namun penerapannya banyak menghasilkan kesalahan pembacaan objek
kendaraan.

Taufiq, dkk (2018) telah melakukan penelitian mengenai klasifikasi berdasar
tanda nomor kendaraan bermotor menggunakan Convolutional Neural Network
menghasilkan akurasi sebesar 99%. Kenyataannya hasil akurasi sistem berbeda
tergantung faktor yang mempengaruhi dan parameter yang digunakan seperti
resolusi gambar kamera atau video dan sampel gambar yang sedikit ketika membuat
sistem dengan CNN.

Harani, dkk (2019) telah melakukan penelitian untuk klasifikasi berdasar
nomor plat kendaraan menggunakan Convolutional Neural Network (CNN) yang
menggunakannya untuk keperluan image classification, dengan alasan memiliki
akurasi yang relatif tinggi dan menghasilkan pengenalan objek yang signifikan.
Namun pada kenyataannya terdapat faktor yang mengurangi pengenalan kendaraan

seperti pencahayaan yang berubah mempengaruhi nilai piksel tiap frame,



pengaturan sudut penangkapan gambar yang berperan besar pada pengenalan objek
dan pengaturan parameter metode Convolutional Neural Network (CNN).

Al Okaishi, dkk (2019) telah melakukan penelitian mengenai sistem survei
lalu lintas yang secara real-time dapat melakukan Kklasifikasi kendaraan
menggunakan Convolutional Neural Network (CNN). Berdasarkan penelitian
tersebut terdapat objek kendaraan golongan mobill, motor dan truk yang
memberikan akurasi untuk masing-masing kendaraan diatas 85% menggunakan
pengolahan citra CNN. Menurut Al Okaishi, dkk, terdapat beberapa faktor terjadi
saat sistem tidak dapat menklasifikasikan beberapa objek kendaraan yang
tertangkap kamera CCTV diantaranya resolusi kamera CCTV yang kurang baik dan
data gambar kendaraan masing-masing golongan yang tidak seimbang dalam
membuat model pengolahan citra.

Berdasarkan kajian diatas, untuk mempersiapkan dan menjawab kebutuhan
maka diperlukan suatu sistem yang mampu memonitoring kendaraan pada ruas
jalan yang secara otomatis menklasifikasikan dan menghitung jumlah kendaraan
untuk menggantikan proses manual pencatatan jumlah kendaraan yang digunakan
sebagai data perencanaan kapasitas kepadatan arus lalu lintas melalui pengolahan
citra digital kamera cctv lampu lalu lintas dalam upaya mencegah kepadatan arus

lalu lintas.

1.2 Rumusan Masalah

Berdasarkan latar belakang yang telah dipaparkan dapat ditarik beberapa
rumusan masalah diantaranya pengawasan kamera CCTV lampu lintas dalam
melakukan pengelolaan lampu lalu lintas dan pengambilan data jumlah kendaraan
oleh surveyor untuk kebutuhan survei arus kepadatan lalu lintas oleh Dinas
Perhubungan Kota Magelang masih menggunakan cara manual dimana manusia
memiliki keterbatasan terutama dalam hal konsentrasi. Sering terjadinya human
error dalam pengambilan keputusan dalam menghitung jumlah kendaraan.
Sehingga dibutuhkan sistem yang secara optimal mampu menklasifikasikan objek
kendaraan untuk golongan roda dua dan roda empat serta mencatat jumlahnya pada

ruas jalan tertentu melalui hasil tangkapan video kamera CCTV lampu lalu lintas.



Berdasarkan persoalan yang telah dijelaskan, maka akan dilakukan penelitian
tentang perancangan sistem machine learning untuk klasifikasi kendaraan pada

persimpangan traffic light.
1.3 Tujuan Penelitian

Melalui rumusan masalah yang dipaparkan permasalahan yang menjadi topik
bahasan pada penelitian ini merujuk pada kemampuan pengawas kamera CCTV
lampu lalu lintas dan surveyor dalam menghitung jumlah kendaraan. Sehingga
penelitian ini bertujuan yaitu dapat membuat sistem klasifikasi kendaraan pada
persimpangan traffic light menggunakan sistem kecerdasan buatan yang secara
efektif dan efisien mampu menklasifikasikan objek kendaraan pada golongan roda
dua dan roda empat. Kemudian mencatat jumlahnya untuk memudahkan operator
pengawas kamera CCTV lampu lalu lintas dalam melakukan pemantauan lampu
lalu lintas serta pencatatan data jumlah kendaraan yang digunakan dalam
melakukan pengumpulan data kepadatam arus lalu lintas dan perencanaan kapasitas

beban jalan.
1.4 Manfaat Penelitian

Manfaat yang diharapkan pada penelitian ini yaitu:

a. Penelitian ini diharapkan mampu menghasilkan implementasi sistem pakar
untuk klasifikasi kendaraan dengan akurasi yang lebih baik daripada sistem
klasifikasi kendaraan yang telah ada berdasarkan penelitian terdahulu.

b. Penelitian ini diharapkan dapat menambah wawasan dan pengetahuan
mengenai penerapan layer algoritma kecerdasan buatan yang efektif dan

optimal pada sistem klasifikasi kendaraan pada persimpangan traffic light.

1.5 Batasan Masalah

Batasan masalah pada penelitian ini yaitu:
a. Sistem klasifikasi pada penelitian ini dibuat menggunakan salah satu algoritma
machine learning untuk image processing yaitu Convolutional Neural Network.
b. Kelas kendaraan yang diklasifikasi terdiri dari 2 kelas yaitu kendaraan roda dua

dan kendaraan roda empat. Data gambar yang digunakan dalam melakukan



model machine learning menggunakan yang diambil dari public repository dan
tangkapan gambar melalui video kamera CCTV lampu lalu lintas yang diambil
dari Dinas Perhubungan Kota Magelang, dan

c. Pengolahan citra dilakukan dengan melakukan pengolahan pada citra berjenis
HSV (Hue, Saturation, Value)

1.6 Sistematika Penulisan

Sistematika penulisan pada penelitian ini terdiri dari 5 bab, seperti yang dapat

dilihat pada uraian berikut ini:
BAB | PENDAHULUAN

Bab ini membahas mengenai latar belakang masalah, rumusan masalah,
tujuan penelitian, manfaat penelitian, dan sistematika penulisan.
BAB Il DASAR TEORI

Bab ini menjelaskan tentang ldanasan teori yang dipakai penulis dalam
menyusun tugas akhir ini melalui berbagai referensi yang berkaitan dengan
penelitian.
BAB Il METODOLOGI PENELITIAN

Bab menguraikan tahapan yang akan dikerjakan untuk menyelesaikan
permasalahan yang ada sesuai dengan judul penelitian. Metode yang digunakan
disampaikan dalam bentuk diagram alir (flowchart) atau bentuk lain.
BAB IV HASIL DAN PEMBAHASAN

Bab ini menguraikan dan menjelaskan mengenai hasil pengujian sistem
yang telah dibuat serta menganalisisnya.
BAB V PENUTUP

Bab ini mengemukakan kesimpulan dari penelitian yang dilakukan dan
saran untuk penelitian selanjutnya.
DAFTAR PUSTAKA
LAMPIRAN



BAB |1
DASAR TEORI

2.1 Tinjauan Pustaka

Penelitian yang akan dilakukan memerlukan tinjauan pustaka sebagai bahan
acuan dari hasil penelitian — peneltian sebelumnya yang telah ada, sangat penting
di lakukan agar terhindar dari penjiplakan atau duplikasi dari penelitian terdahulu
yang bertujuan sebagai bahan untuk kontribusi penelitian bagi penulis agar
penelitian mengenai topik ini terus berkembang. Berikur beberapa pemAParan
tentang penelitian sebelumnya yang pernah di lakukan sebelumnya mengenai data
dan metode yang digunakan.

Setiawan (2020) melakukan implementasi untuk melakukan pengenalan
warna kendaraan menggunakan metode convolutional neural network.
Menggunakan 2000 data gambar yang terbagi dalam 4 kelas yaitu warna puthin,
abu-abu, hitam, dan silver. Data gambar dipisahkan menjadi dua bagian yaitu data
training sebanyak 1600 data gambar dan data validation sebanyak 400 data gambar.
Gambar dilakukan preprocessing awal melakukan resize gambar 100x100 piksel
kemudian memasukkan input data gambar ke dalam model CNN yang disusun
menggunakan 4 layer konvolusi ukuran kernel 3x3, maxpooling ukuran kernel 2x2
dan menggunakan adam optimizer. Model CNN atau layer konvolusi yang
digunakan berukuran 100x100x3 dengan angka 3 yang berarti memiliki 3 channel
berupa Red, Green dan Blue (RGB). Jumlah total layer konvolusi yang digunakan
adalah enam lapisan dengan ukuran kernel sama serta setiap dua layer konvolusi
mempunyai jumlah filter yang sama. Tahap terakhir melakukan proses flatten atau
proses mentransformasikan feature mAP hasil layer pooling ke dalam bentuk
vector. Proses training model menghasilkan akurasi klasifikasi warna kendaraan
sebesar 73.00%. Sedangkan proses pengujian model menggunakan input data
gambar sejumlah 360 yang masing — masing dari kelas berisi 90 data gambar yang
menghasilkan akurasi 76.94%.

Nurolan (2020) melakukan penelitian untuk mengklasifikasikan jenis
kendaraan berdasarkan jenis kendaraan roda empat pada gerbang tol yaitu Mobil

MVP, Minibus, Bus da Mobil Pickup. Jumlah data gambar yang digunakan adalah



sebanyak 200 gambar yang terbagi menjadi lima kelas dengan empat jenis kelas
diatas dan satu kelas data gambar campuran. Data gambar dibagi menjadi lima
kelas untuk data training sejumlah 200 data gambar dan data testing sejumlah 25
gambar. Convolutional neural network merupakan metode yang digunakan dalam
penlitian ini, dengan menggunakan layer konvolusi, fungsi aktivasi Relu, layer
pooling dan layer fully connected. Hasil dari klasifikasi data berupa file berekstensi
XML sehingga diubah ke bentuk file berekstensi CSV dimaksudkan agar dapat di
Generate TFRecord yaitu perekam proses pelatihan data. Framework yang
digunakan adalah Tensorflow yang menghasilkan checkpoint secara otomatis
berbentuk graph tensor. Penelitian menggunakan CNN dengan jumlah iterasi
sebesar 10.000 proses training database dengan waktu rata —rata 2 — 2.5 detik untuk
sistem membaca objek Klasifikasi. Terdapat 8 pengujian yang dilakukan
menggunakan model yang sudah di training dan hasil terbaik adalah pengujian 8
yang mana menghasilkan presentase akurasi 100% pada setiap objeknya.
Sedangkan rata — rata akurasi total yang dihasilkan sebesar 81.94% pada seluruh
pengujian.

Fadlia dan Kosasih (2020) dalam penelitiannya untuk membuat sistem yang
dapat menklasifikasikan jenis kendaraan berdasarkan jumlah roda kendaraan yaitu
kendaraan roda dua dan kendaraan roda empat menggunakan metode convolutional
neural network. Data gambar yang digunakan berupa gambar kendaraan yang
diambil secara acak melalui internet berdasarkan pilihan kendaraan roda yang
ditentukan menggunakan aplikasi yaitu Fatkun Batch Downloader. Data gambar
yang didapatkan berjumlah 90 citra gambar untuk data latih dan 30 citra gambar
untuk data uji. Gambar terdiri dari 40 gambar mobil, 40 gambar motor dan 40
gambar sepeda. Model yang dibuat menggunakan beberapa jenis layer (lapisan)
yaitu lapisan konvolusi 2D, lapisan pooling, lapisan dropout, lapisan flatten dan
lapisan dense. Penelitian yang dilakukan menggunakan proses konvolusi sebanyak
4 kali dengan menggunakan fungsi aktivasi ReLu (Rectified Linear Unit) yang
memberikan tahap pelatihan lebih cepat. Melalui model tersebut dihasilkan akurasi
sebesar 94.44% untuk model data latih dan akurasi sebesar 73.33% untuk model

data uji.



Harani, dkk (2019) melakukan penelitian untuk membuat sistem yang mampu
mendeteksi objek dan melakukan pengenalan karakter dari plat nomor kendaraan
Indonesia yang dilakukan menggunakan metode convolutional neural network.
Objek yang dilakukan deteksi dan pengenalan adalah berupa karakter yang ada pada
plat nomo kendaraan, kelas yang digunakan untuk Klasifikasi berjumlah 37 kelas
yang terdiri dari huruf A hingga Z, angka 0 hingga 9 serta objek plate. Jumlah data
yang digunakan adalah sebanyak 1615 gambar data plat nomor yang dibagi dalam
data training dan data testing. Proses training data memerluka waktu sekitar 6 jam
dengan training sebanyak 100.000 steps. Sehingga diketahui model menghasilkan
average precision (AP) untuk kelas D sebesar 34%. Sedangkan untuk cross
validation atau juga model data uji menghasilkan nilai loss sebesar 0.5278 dengan
memerlukan waktu uji model sekitar 4.5 jam 10 detik.

Ma’ali and Hendriyawan A (2019) telah melakukan penelitian mengenai
rancang bangun sistem pengendali lampu lalu lintas menggunakan pengolahan citra
digital kendaraan dengan metode Faster R-CNN, yang memberikan akurasi
pembacaan objek kendaraan sebesar 97,027%. Namun akurasi tersebut masih
belum optimal ditambah proses compute model pengolahan citra digital yang begitu
lambat. Menurut Ma’ali, hal tersebut terjadi dikarenakan kurangnya dataset gambar
berdasarkan golongan kendaraan yang terdiri dari kendaraan mobil, motor, bus,
truk. Kebutuhan tersebut juga diimbangi dengan kebutuhan perangkat komputer
pengelolaan untuk pengolahan citra digital seperti GPU (Graphic Processing Unit).
Dewi (2018) menggunakan metode convolutional neural network untuk
penelitiannya mengenai klasifikasi gambar meja dan kursi motif ukiran Jepara.
Menggunakan framework Tensorflow untuk mengolah datset yang terdiri dari motif
meja dan kursi ukiran Jepara yang berjumlah 500 gambar. Gambar dibagi menjadi
dua untuk data training sejumlah 470 data gambar dan data testing sejumlah 30 data
gambar. Proses training menggunakan jumlah iterasi sebanyak 250.00 step
menghasilkan tingkat akurasi sebesar 98%.

2.2 Dasar Teori
Penelitian yang dilakukan menggunakan beberapa referensi teori untuk

mendukung hasil penelitian secara maksimal . Berikut beberapa pengetahuan
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pendukung akan digunakan dalam penelitian. Teori yang digunakan menjadi
landasan dalam penelitian perancangan sistem machine learning untuk klasifikasi
kendaraan pada persimpangan traffic light.

Blok diagram pada gambar dibawah ini menjelaskan gambaran penelitian
tentang sistem yang dirancang. Perancangan sistem machine learning untuk
klasifikasi kendaraan pada persimpangan traffic light memerlukan sistem diagram
sebagai alur proses operasi sistem pada penelitian. Diagram blok sistem secara
keseluruhan yang  menunjang landasan teori  pada  penelitian ini

yang ditunjukkan pada Gambar2.1,

Video (Rekaman
CCTY Lalu Lintas) L, Sistem Klasfifikasi Ly Sistem Penghitung
kendaraan pada kendaraan Fenghitung Kendaraan kendaraan Roda 2
Traific Light
A
Data Gambar
Kendaraan Roda
Dua Fenghitung
Pragemrosesan Model Machine Kendaraan Roda 4
Data Gambar ] Learning
menggunakan ChMN
Data Gambar
Kendaraan Roda
Empat

Gambar 2. 1 Blok Diagram Sistem

Blok diagram menjelaskan kebutuhan komponen penelitian perancangan
sistem machine learning untuk klasifikasi kendaraan pada persimpangan trafffic
light. Komponen pendukung penelitian pada blok diagram diatas dijelaskan sebagai
berikut:

2.2.1 Pengolahan Citra Digital

Citra atau dapat disebut sebagai gambar yaitu sebuah gambar bidang dua
dimensi yang tersusun atas banyak piksel yang adalah bagian terkecil daripada citra.
Secara umum, citra terbentuk atas kumpulan kotak persegi empat yang teratur
sehingga memiliki jarak antar piksel yang sama pada seluruh bagian citra. Citra
yang sebagai keluaran daripada sebuah sistem perekaman data memiliki sifat
diantaranya (Dey, 2018):

a. optik yang dapat berupa foto,
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b. analog yang dapat berupa sinyal video seperti gambar yang muncul di layar
handphone maupun monitor televisi, dan
c. digital yang dapat disimpan pada sebuah media penyimpanan magnetik.
Citra juga bisa dikelompokkan dua diantaranya citra diam serta citra bergerak.
Citra bergerak merupakan kumpulan citra yang ditampilkan secara beruntun
(sekuensial), sehingga memberikan kesan sebagai gambar yang bergerak.
Kumpulan citra yang tergabung menjadi satu rangkaian disebut sebagai frame
(Sonka et al., 2014). Misalkan pada sebuah video atau film yang tampil pada layar
lebar yang hakikatnya tersusun atas ratusan bahkan sampai ribuan frame.
Penjelasan citra diatas memberikan definisi jelas mengenai citra digital.
Sehingga citra digital dapat diartikan sebagai suatu matriks yang mana indeks baris
serta kolomnya menyatakan suatu titik pada citra tersebut dan elemen matriksnya
disebut dengan elemen gambar atau juga piksel yang memiliki nilai tingkat derajat
keabuan pada suatu titik tersebut. Citra digital memiliki bentuk matriks yang

memiliki ukuran M (baris/tinggi) x N (kolom/lebar) dan tersusun seperti dibawah

ini:
f£0,0) f(01) - f(O,m—1)
flx,y) = F40) fAIG- -1 | 2.1)
FIN=10) f(N=11) = FN—LM—1)
Suatu citra f(x,y) memiliki fungsi matematis dapat dituliskan berikut:
0<x<M-1
0<y<N-1
O f(2,Y) SO =1 (2.2)

Melalui fungsi matematis diatas simbol M, N dan G diartikan sebagai berikut:

M = banyak baris pada array citra

N = banyak kolom pada array citra

G = banyak skala keabuan (graylevel)

Suatu proses mengubah sebuah citra analog ke citra digital disebut sebagai
digitasi. Digitasi sendiri merupakan proses mengubah gambar, teks, maupun suara
dari benda yang nampak ke sebuah data elektronik serta dapat disimpan dan

diproses untuk keperluan lain. Citra digital pada komputer akan dibaca sebagai
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bentuk grid atau elemen piksel dalam bentuk matriks 2 dimensi. Setiap kumpulan
piksel tersebut mempunyai nilai angka yang memiliki representasi channel warna.
Angka di setiap piksel disimpan secara berurutan oleh komputer sehingga
seringkali nilainya dikurangi guna proses kompresi ataupun pengolahan citra
tertentu.

Citra digital dapat dibagi menjadi beberapa jenis diantaranya:

1. Citra Biner

Citra biner (binary) merupakan citra yang hanya memiliki dua nilai
derajat keabuan yaitu hitam dan putih. Piksel dari warna tersebut memiliki
nilai 1 yang berarti warna putih dan nilai 0 yang memiliki warna hitam.

2. Citra Keabuan

Citra keabuan (grayscale) yaitu citra yang pada setiap piksel mengandung
satu lapisan dimana memiliki nilai intensitas dengan nilai O (hitam) — 255
(putih).

3. Citra Warna

Citra warna merupakan citra digital yang mempunya informasi warna di
setiap pikselnya. Sistem warna pada citra warna terdapat beberapa macam
diantaranya RGB, CMYK, HSV, dll. RGB merupakan model warna yang
umum digunakan terdiri atas tiga warna dasar merah, hijau, dan biru yang
digabungkan dalam membentuk sebuah susunan warna yang lebih luas
memiliki rentang nilai 0 — 255.

Secara keseluruhan pengolahan citra digital dapat diartikan sebagai proses
pengolahan serta analisis suatu citra digital yang banyak melibatkan persepsi visual.
Proses pengolahan ini memiliki ciri data masukan serta informasi keluaran
berbentuk sebuah citra digital. Teknik pengolahan citra digital menggunakan
komputer dalam melakukan digitalisasi pola bayangan maupun warna pada gambar

yang ada.

2.2.2 Atrtificial Intelligence (Al)
Artficial Intelligence atau kecerdasan buatan yaitu salah satu cabang ilmu

pengetahuan pada bidang komputer yang memiliki hubungan dengan pemanfaatan
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mesin dalam upaya memecahkan persoalan yang kompleks dengan cara yang
terstruktur. Hal tersebut umumnya dilakukan dengan mengikuti karakteristik dana
analogi berpikir dari kecerdasan manusia serta menerapkannya dengan algoritma
yang diketahui oleh komputer (Budiharto, 2018).

Artificial Intelligence ini merupakan sebuah konsep besar yang memiliki
banyak algoritma atau metode yang terbentuk melalui pola yang diberikan ke suatu
sistem. Komputer belajar mengenali pola tersebut kemudian membentuk sebuah

struktur yang dapat menyelesaikan sebuah permasalahan.

2.2.3 Computer Vision
Computer Vision adalah salah satu bidang keilmuan pada Al yang

mengakuisisi, mengolah, memahami dan mengambil informasi atau keputusan dari
suatu image atau streaming video (Davies, 2017). Computer Vision menjadikan
sebuah komputer berperilaku layaknya manusia karena mendekati kemampuan
manusia dala menggunakan salah satu indera pengelihatan yaitu menangkap
informasi dalam bentuk visual. Computer Vision dapat dirumuskan sebagai sebuah
gabungan sistem dari kamera, komputer dan pattern recognition. Computer Vision
membuat komputer atau sistem bertindak layaknya manusia dengan memiliki indra
penglihatan atau juga diartikan mampu menerima informasi secara visual.
Kemampuan komputer dalam menerima informasi secara visual ini terdapat
beberapa macam diantaranya
- Object Detection : Kemampuan untuk mengenali suatu objek yang

terlihat pada citra dan mengetahui batas objek yang dikenali melalui proses

matematis berkaitan dengan jarak antar data.

- Recognition : Kemampuan menempatkan label kelas pada suatu
objek.

- Interprating Motion : Kemampuan penafsiran gerakan pada citra
bergerak.

- 3D Inference : Kemampuan penafsiran suatu citra 3D dari 2D

yang nampak.
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- Description : Kemampuan menugaskan properti pada suatu
objek.

Object detection adalah salah implementasi yang dilakukan pada penelitian ini.
Object detection memiliki arti suau kemampuan dalam menentukan sebuah
keberadaan objek dan ruang yang melingkupi serta lokasi pada suatu gambar. Hal
ini dapat terjadi karena terdapat perlakuan dimana dikenali dua objek kelas, dimana
satu kelas dikenali sebagai objek dan kelas lainnya dikenali sebagai non-objek.
Deteksi objek dibagi lagi menjadi dua yaitu soft detection yang hanya mendeteksi
adanya objek saja dan hard detection yang mendeteksi objek beserta lokasi
daripada objek. Komputer dalam mengenali atau mendeteksi objek melakukan
beberapa tahapan diantaranya sebagai berikut:

a. Ekstraksi Fitur

Ekstraksi fitur adalah suatu proses indeksasi pada database citra beserta isi dari
citra. Matematisnya dapat dijelaskan sebagai encode dari venktor n dimensi
yang juga dikenal dengan vektor fitur. Vektor fitur memiliki komponen yang
dihitung menggunakan pemrosesan fitur dan teknik analisis serta
dipergunakan dalam membandingkan citra satu dengan lain. Terdapat 3 jenis
ektraksi fitur yaitu low level, middle level dan high level. Fitur low level yaitu
ekstraksi fitur berdasar isi visual contoh warna dan tekstur. Fitur Middle Level
yaitu ekstraksi fitur berdasar wilayah citra yang dilakukan dengan melakukan
segmentasi_citra. Sedangkan fitur high level yaitu ekstraksi fitur berdasar
informasi semantik yang terdapat pada citra. Macam — macam fitur pada
ekstraksi fitur citra diantaranya sebagai berikut:

1) Warna

Warna sebagai salah satu fitur visual yang dipergunakan pada Content
Based Image Retrieval (CBIR). Fitur warna sangat baik apabila
dipergunakan dalam pengolahan citra karena mempunyai hubungan kuat
terkait objek pada sebuah citra, yang juga melatarbelakangi background
substraction, penskalaan objek, orientasi, perspektif serta ukuran.

2) Bentuk
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Bentuk juga fitur yang terdapat pada suatu citra yang sangat esensial dalam
segmentasi citra karena mampu mendeteksi objek maupun memberi batas
wilayah objek pada citra dengan background. Pengolahan citra yang
digunakan dalam menentukan fitur bentuk yaitu deteksi tepi, threshold,
segmentasi dan perhitungan jarak antar data seperti mean, median serta
standard deviasi pada setiap lokal citra.
3) Tekstur
Fitur lainnya yang diektraksi adalah tekstur. Tekstur yaitu fitur pada citra
yang berkaitan dengan tingkat kekasaran (roughnessi), granularitas
(granulation) dan keteraturan (regularity) susunan yang terdapat pada
piksel. Aspek fitur tekstur dapat digunakan dalam dasar daripada
Klasifikasi, segmantasi serta interpretasi citra.
b. Segmentation
Segmentation atau segmentasi pada citra adalah salah satu langkah yang
penting dalam analisis pada pengolahan data citra, yang memiliki tujuan untuk
membagi citra gambar ke beberapa bagian. Tiap bagian yang dimaksud
memiliki korelasi kuat dengan objek atau wilayah dari gambar aslinya. Bagian
yang dimaksud umumnya adalah foreground dan background atau objek
individu pada gambar. Segmentasi wilayah pada gambar dapat dibangun
menggunakan beberapa fitur seperti warna, tepi ataupun neighbor similarity.
Segmentasi dilakukan pada penelitian ini yang termasuk dalam bagian proses
pengolahan citra yang bertujuan untuk untuk menemukan objek kendaraan
pada gambar tangkapan kamera CCTV lampu lalu lintas.
c. Pattern Recognition
Pattern recognition diartikan juga pengenalan pola merupakan suatu sistem
yang mempelajari berbagai teknik matematis diantaranya statistika,
jaringan syaraf tiruan, support vector machine, dan sejenisnya untuk
melakukan klasifikasi pola yang berbeda. Input dari pattern recognition dapat
berupa data gambar. Teknik ini banyak digunakan untuk melakukan
pengenalan pola pada computer vision. Pengenalan pola mempunyai

pengertian bidang studi yang dapat melakukan proses analisis gambar yang
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bentuk masukan dapat berupa gambar itu sendiri ataupun dapat berupa
citra digital serta bentuk keluarannya adalah label atau deskripsi (Davies,
2017). Tujuan daripada pengenalan pola yaitu komputer
memiliki kemampuan yang sama seperti manusia dalam melakukan

pengenalan suatu objek berdasarkan pola tertentu.

2.2.4 Machine Learning
Machine Learning merupakan sebuah tipe dari artificial intelligence yang
memberikan komputer kemampuan untuk belajar tanpa secara eksplisit diprogram
(Mdller and Guido, 2016). Sederhananya machine learning berfokus pada program
program komputer yang mampu mengajarkan diri sendiri, sehingga memungkinkan
komputer belajar serta menyelesaikan tugasnya sendiri tanpa adanya instruksi
langsung dari pengguna. Machine learning dapat diibaratkan sebagai seorang
manusia yang belajar seperti manusia melalui banyaknya pengalaman. Sehingga
dapat dikatakan, bahwasanya machine learning merupakan teknik-teknik untuk
belajar dalam mengambil suatu keputusan melalui berbagai data yang ada
(Suyanto, 2017). Machine learning memiliki hubungan dengan computational
statistics yang berfokus di sebuah prediksi atau pengambilan keputusan berdasar
penggunaan komputer. Implementasi dari machine learning diantaranya image
processing, text analysis, finance, search and recommendation engine serta speech
understanding.
Machine learning memiliki tiga kategori utama diantaranya (Muller and

Guido, 2016):
a. Supervised Learning

Supervised learning merupakan kategori machine learning yang mempelajari

sebuah kumpulan data yang dilengkapi label atau kelas untuk menunjukkan

klasifikasi data yang ada. Pembelajaran akan menghasilkan sebuah model

prediksi dari data yang telah memiliki label.
b. Unsupervised Learning

Unsupervised learning merupakan kategori machine learning yang

mempelajari kumpulan daya tanpa adanya label atau kelas sehingga mencari
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struktur data yang ada kemudian melakukan pengelompokan berdasar
informasi yang dimiliki.

c. Reinforcement Learning
Reinforcement learning adalah kategori machine learning yang melakukan
pembelajaran terhadap apa yang akan dilakukan dengan memetakan situasi
dalam suatu aksi untuk mendapatkan reward yang maksimal atau justru

sebaliknya punishment.

2.2.5 Deep Learning

Deep learning merupakan sebuah pembaruan konsep mendalam dari
algoritma Artificial Neural Network (ANN) dengan banyak lapisan atau layers pada
susunan lapisan neuron nya. Secara definisi menurut Goodfellow, dkk (2016), deep
learning adalah sebuah pendekatan dalam penyelesaian masalah pada sistem
pembelajaran komputer yang menggunakan konsep hierarki. Konsep hierarki inilah
yang membuat komputer memiliki kemampuan mempelajari konsep yang lebih
kompleks dengan menggabungkan konsep — konsep yang lebih sederhana seperti
lapisan neuron pada algoritma artificial neural network. Lapisan neuron sederhana
terdiri dari beberapa layer saja pada ANN kemudian dengan konsep deep learning
lapisan tersebut semakin banyak untuk menyelesaikan permasalahan yang lebih

kompleks.

2.2.6 Artificial Neural Network

Artificial neural network merupakan algoritma kecerdasan buatan yang
membentuk suatu jaringan melalui model sistem saraf otak manusia (disebut
neuron) dalam melakukan sebuah tugas pengenalan pola, khususnya klasifikasi
(Suyanto, 2017). Jaringan ini meniru cara kerja daripada jaringan syaraf yang ada
pada tubuh manusia, yang mana dibentuk dari node-node yang saling terhubung
satu sama lain. Node yang dimaksud terhubung melalui sebuah link yang
dinamakan weight atau bobot. Neural network dirancang pertama kalinya oleh
Warren McCulloch dan Walter Pitts tahun 1943 yang pada saat itu dikenal
McCulloch-Pitts neurons mengenai dua neuron aktif secara bersamaan kemudian

kekuatan yang timbul terhubung antara neuron yang seharusnya bertambah. Setelah
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itu tahun 1957, Frank Rosenblatt memperkenalkan dan mengembangkan kumpulan
besar jaringan syaraf tiruan yang dinamakan perceptron(Muller and Guido, 2016).
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Sumber: (Dewi, 2018)
Gambar 2. 2 llustrasi Jaringan Syaraf secara Biologis dan Tiruan beserta Model
Matematisnya

Neuron dapat diartikan sebagai sebagai unit yang mengolah informasi yang
merupakan dasar daripada proses suatu jaringan syaraf tiruan. Detail model operasi

yang dikerjakan neuron dapat terlihat pada gambar dibawah ini.
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Sumber: (Fadlia and Kosasih, 2020)
Gambar 2. 3 llustrasi Jaringan Syaraf Tiruan

Gambar diatas menunjukkan beberapa bagian dasar dari suatu syaraf tiruan
diantaranya:
1. Satu setsebuah sinapsis atau penghubung yang setiap set digolongkan oleh
bobot.
2. Satu nilai sum yang memiliki peran menambah setiap sinyal input yang

masuk. Melalui pertimbangan dari bobot sinapsis tiap neuron.
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3. Satu fungsi aktivasi yang memiliki peran dalam membatasi nilai amplitudo
output dari neuron. Tujuan utamanya adalah untuk membatasi jarak
amplitudo yang diperbolehkan sinyal output menjadi suatu angka yang
terbatas.

Multilayer neural network merupakan suatu algoritma neural network yang
terdiri atas banyak lapisan dimana multilayer ini yang menjadi suatu pengembangan
konsep yang dinamakan deep learning. Multilayer neural network mempunyai
karakteristik dengan banyak lapisan yang mana tiap node pada satu lapisan
terhubung dengan tiap node pada layer berikutnya. Arsitektur umpan maju
menggunakan metode supervised learning yang memiliki perbedaan pada
susunannya yang terdiri dari satu atau lebih hidden layer. Hidden layer ini
merupakan lapisan yang tidak nampak oleh input ataupun output pada jaringan
tersebut. Peran dari hidden layer ini yaitu untuk melakukan intervensi antara input
eksternal dan output dari jaringan melalui penambahan satu atau lebih hidden layer,
jaringan yang memiliki multilayer dapat menghasilkan statistik tingkat tinggi dari
input. Multilayer neural network dapat digambarkan sebagai berikut.

Input layer Multiple hidden layers Output layer

Sumber: (Fadlia and Kosasih, 2020)
Gambar 2. 4 llustrasi Multilayer Neural Network

Semakin banyak layer yang ada maka akan semakin kompleks juga
sistemnya karena setiap sumber node pada input layer dari jaringan memiliki

masing — masing elemen dari pola aktivasi, yang berarti sinyal input diterapkan ke
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neuron — neuron pada layer berikutnya, begitu juga seterusnya hingga memenuhi
semua layer yang ada. Secara umum model jaringan multilayer ini terdapat dua
mekanisme kerja yaitu.
a. Training (Pelatihan)
Mekanisme training memberikan jaringan untuk dilatih sehingga
menghasilkan data sesuai dengan target yang diharapkan melalui satu atau
lebih pasangan data. Semakin lama waktu pelatihan yang diberikan maka
Kinerja jaringan juga semakin baik.
b. Testing (Pengujian)
Mekanisme testing, suatu jaringan akan diuji untuk dapat mengenali
sesuatu target dengan yang diharapkan melalui proses training yang sudah

diberikan.

2.2.7 Convolutional Neural Network

Convolutional neural network atau juga dikenal ConvNet (singkatan dari
Convolutional Network) merupakan model deep learning pertama yang merupakan
bagian dari pengembangan algoritma neural network yang mana terdiri atas banyak
layer yang awalnya memang diaplikasikan pada analisis citra (Alom et al., 2018).
Nama convolutional neural network tersebut menandakan jaringan dibentuk
menggunakan operasi matematika yang dinamakan konvolusi. Konvolusi
merupakan sebuah operasi linear, sehingga convolutional neural network dapat
diartikan juga sebagai neural network yang menggunakan konvolusi setidaknya
pada salah satu lapisannya (LeCun et al., 2015). ConvNet merupakan model
algoritma terbaik yang dikhususkan untuk menyelesaikan masalah yang berkaitan

dengan citra seperti recognition dan detection.
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Gambar 2. 5 Convolutional Neural Network

Sumber: https://mti.binus.ac.id/2019/07/11/deteksi-video-api-dan-asap-
menggunakan-convolutional-neural-network/

Convolutional neural network (CNN) merupakan jenis algoritma Deep
Neural Network dikarenakan kedalaman atau kompleksitas jaringan yang tinggi
serta banyak diaplikasi pada pengelolaan yang berkaitan dengan citra atau gambar.
ConvNet secara teknis merupakan arsitektur yang dapat di training serta terdiri atas
beberapa tahap. Input dan output pada masing — masing tahap adalah beberapa array
yang disebut dengan feature mAP. Output pada masing — masing tahap merupakan

feature mAP hasil pengolahan yang berasa dari semua lokasi pada input.

Receptive fields [5 x 5 x 3]

AN

Input [50 x 50 x 3] 4 Feature maps [100 x 46 x 46]

Kernel [5x5x 3]
Sumber: (Harahap et al., 2019)

Gambar 2. 6 Feauture MAP
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2.2.8 Python

Python adala salah satu bahasa pemrogrmana yang sejak awal bertujuan
untuk membangun sebuah source code yang mudah dibaca oleh para pengembang
ataupun orang awam yang baru belajar. Python dikembangkan dengan berbagai
library ataupun framework yang lengkap sehingga memungkinkan pada
programmer untuk membangun sebuah aplikasi yang mutakhir menggunakan
source code yang nampak sederhana. Hal ini memungkinkan Python bekerja pada
environment machine learning dengan lebih mudah dan nyaman dalam membangun
sebuah model (Muller and Guido, 2017).

2.2.9 Tensorflow
Tensorflow yaitu salah satu teknologi berupa library software yang
dikembangkan oleh Tim Google Brain dalam organisasi penelitian Google Smart

Machine, yang memiliki tujuam melakukan modeling machine learning dan

penelitian jaringan syaraf tiruan. Tensorflow merupakan gabungan aljabar

komputasi dengan teknik pengoptimalan kompilasi, mempermudah penghitungan
banyak ekspresi matematis uang mana masalah utama adalah waktu yang
dibutuhkan dalam melakukan perhitungan. Berikut adalah beberapa fitur utama

Tensorflow diantaranya (Abadi et al., 2016):

a. Mendefinisikan, mengoptimalkan dan menghitung secara efisien ekspresi
matematis yang melibatkan array multidimension (tensors),

b. pemrograma yang mendung artificial intelligence dan machine learning,

c. penggunaan GPU vyang transparan, mengotomatisasi manajemen dan
optimalisasi memori yang sama dan data yang digunakan. Tensorflow bisa
menulis kode yang sama dan menjalankan baik di CPU dan GPU. Khususnya,
Tensorflow akan mengetahui bagian perhitungan yang harus dipindah ke GPU,
dan

d. skalabilitas komputasi yang tinggi di seluruh mesin dan kumpulan data yang

besar.
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Tensorflow memiliki banyak fitur yang membantu dalam proses training,
testing dan deploy model machine learning. Kerangka kerja dari Tensorflow adalah

sebagai berikut:

[ Training libraries ] [ Inference libs ]

[ Ppythonclient ][ C++client] ...

( CAPI ]

[ Distributed master l [Dalaﬂow execulor]

(o) ) (i) Gormz) () ) - ’

Kernel implementations

(RPC) [RDMA) ..
Networking layer

[cpu](cPU] ..
Device layer

Sumber : (Abadi et al., 2016)
Gambar 2. 7 Arsitektur Framework Tensorflow

2.2.10 YOLOvV3

YOLOv3 merupakan algoritma pengembangan convolutional neural
network yang lebih spesifik dalam melakukan deteksi objek. Menggunakan single
shot layer atau memfokuskan pada layer deteksi setiap objek dalam satu frame
gambar. YOLOv3 memiliki kompleksitas yang rumit pada layer konvolusi karena
sebanyak 23 layer digunakan dalam layer ini, namun terdapat layer YOLO yang
memberikan fokus pada objek yang dipilih saja tidak keseluruhan gambar
dilakukan proses pengolahan pengenalan citra. Sehingga algoritma YOLO
memiliki kemampuan komputasi yang terbilang ringan dan cepat mampu
melakukan training model dengan berbagai objek serta gambar ribuan sekalipun
dalam training. Menggunakan YOLOv3 juga sangat mudah karena terdapat library
darknet yang digunakan dengan mengimportnya ke dalam sistem komputer
(Redmon and Farhadi, 2018). YOLOvV3 pada penelitian ini akan digunakan untuk
melakukan model training machine learning pada dataset gambar latih yang telah
dikumpulkan. Model YOLO memiliki arsitektur jaringan yang sangat kompleks
dengan jumlah total 23 layer yang teridiri dari 13 layer convolutional, 6 layer
maxpool, 1 layer router 13, 1 layer route 19 8, 1 layer up-sampling dan 2 layer
YOLO, dapat terlihat seperti gambar di bawah ini:



Layer Type Filters Size/Stride Input Output
0 Convolutional 16 3x3/1 416 x416x3  4l6x4dl6x 16
1 Maxpool 2x22 416%416%16 208 % 208 x 16
2 Convolutional 32 3x3/1 208 x 208 x 16 208 x 208 x 32
3 Maxpool 2x2/2 208 x 20832 104 x 104 x32
4 Convolutional 64 3 x3/1 104 x104 <32 104 x 104 x 64
5 Maxpool 2x2/2 104 x 104 « 64 52x 352 %64
6 Convolutional 128 3x3/1 52 x 52 x 64 52 x52x 128
7 Maxpool 2x2/2 52x52x 128 26 x 26 x 128
8 Convolutional 256 3x3/1 26 %26 %128 26 % 26 % 256
9 Maxpool 2x2/2 26 x 26 x 256 13 x 13 x 256
10 Convolutional 512 3x3/1 13 x 13 x 256 13 x13 %512
11 Maxpool 2x2/1 13%x13 %512 13 %13 %512
12 Convolutional 1024 3x3/1 13x13x512 13x13x1024
13 Convolutional 256 1=x1/1 13x13x1024 13 x13x256
14 Convolutional 512 3x3/1 13 %13 x 256 13 x13 %512
15 Convolutional 255 I=1/1 13 %13 %512 13 x 13 x 255
16 YOLO
17 Route 13
18 Convolutional 128 1x1/1 13%13%25  13x=13x128
19 Up-sampling 2x2/1 13x13x128 26 x26 x 128
20 Route 19 §
21 Convolutional 256 3x3/1 13 =13 <384 13 x 13 x 256
2 Convolutional 255 1x1/1 13 % 13 % 256 13 x 13 x 256
23 YOLO

2.2.11 Numpy

Sumber : (Redmon and Farhadi, 2018)

Gambar 2. 8 Arsitektur Algoritma YOLO
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Numpy merupakan library python yang mampu melakukan komputasi
numerik maupun scientific yang dikembangkan untuk pemrograman array.
Teknologi numpy mendukung pengolahan Numpy array yaitu struktur data yang
memiliki efisiensi dalam menyimpan dan mengakses multidimensional array dan
memungkinkan komputasu scientific yang lebih bervariasi (Harris et al., 2020).
Numpy pada penelitian ini digunakan untuk melakukan manipulasi array pada
gambar 2D secara spesifik dan efisien. Setiap pixel dalam gambar memiliki nilai
tertentu tergantung dari warna yang umumnya RGB bernilai antara 0-255. Gambar
dibawah merupakan beberapa konsep fundamental yang dapat dilakukan
menggunakan Numpy:
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Gambar 2. 9 Beberapa konsep fundamental array pada numpy

®

2.2.12 OpenCV

OpenCV merupakan library open source untuk computer vision dan
machine learning. OpenCV dibangun dengan infrastruktur yang menyediakan
pengaplikasi dan akselerasi mengenai pengolahan citra digital dengan sangat
mudah. Terdapat lebih dari 2500 algoritma yang dioptimasi dimana secara
keseluruhan meliputi pengolahan citra dengan cara klasik maupun modern untuk
computer vision dan machine learning (Brahmbhatt, 2013). Penelitian yang
dilakukan berfokus pada pengolahan citra dengan berbasis model machine learning
YOLO untuk melakukan objek deteksi dan klasifikasi pada kendaraan roda dua dan
roda empat pada citra gambar bergerak atau video baik secara realtime maupun

rekaman.

2.2.13 Tuning Hyperparameter

Machine learning yang menghasilkan model yang baik khususnya pada
akurasi yang tinggi dapat dilakukan dengan cara melakukan penyesuaian pada
parameter pada saata melakukan training model. Terdapat parameter lain yang
tidak dapat dipelajari secara langsung melalui prosedur pelatihan model pada
umunya namun memiliki pengaruh sangat tinggi dalam menghasilkan model
terbaik yaitu hyperparameter. Model yang baik bukan hanya mengenai akurasi
yang tinggi ataupun nilai loss yang sangat kecil namun model yang baik adalah
dapat menyesuaikan dengan baik berbagai macam data pada saat pengujian maupun
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ketika model diterapkan pada sistem. Hyperparameter tuning merupakan suatu
kegiatan dalam memilih satu set hyperparameter yang optimal untuk diterapkan
dalam algoritma pembelajaran atau model machine learning (Suyanto, 2017).
Tuning Hyperparameter digunakan sebagai opsi tambahan yang sifatnya pilihan
pada penelitian ini, jika akurasi sudah diatas 80% dan error mse kurang dari estimasi
20 maka penelitian dianggap telah memenuhi kriteria dan tidak perlu dilakukan

hyperparameter tuning.

2.2.14 Metrik Evaluasi

Klasifikasi menggunakan machine learning menghasilkan sebuah model
yang dapat digunakan pada suatu sistem dalam menentukan nilai suatu data baru.
Model machine learning yang dibuat, baik ataupun buruknya diketahui melalui
metrik evaluasi model. Evaluasi model memiliki beberapa evaluasi yaitu akurasi
atau tingkat pengenalan, loss atau tingkat kesalahan, recall atau sensitifitas atau true
positive rate, specificity atau true negativity rate, precision atau rasio prediksi benar
dengan keseluruhan hasil yang diprediksi positif, F-measure atau F; atau F-score
atau rata — rata harmonik dari nilai precision dan recall dan Fz (Suyanto, 2017).
Confusion matrix digunakan untuk menentukan performa hasil yang didapatkan
baik dari model training machine learning dan aplikasi sistem klasifikasi yang
sudah diintegrasikan dengan model machine learning.

Tabel 2. 1 Confusion Matrix

Nilai Aktual
Table Confusion Matrix Jumlah
Positif Negatif
Nilai Positif TP FP P
Prediksi Negatif FN TN N

Tabel diatas merupakan tabel confusion matrix yang terdiri dari nilai true
positive sebagai nilai label positif yang diprediksi positif, true negative sebagai nilai
label negatif yang diprediksi negatif, false positive sebagai nilai label negatif yang
diprediksi posistif dan false negative sebagai nilai label positif yang diprediksi
negatif. Keempat nilai tersebut dapat digunakan untuk menghitung nilai accuracy,
error, recall, specifity, precision dan F-score, dijelaskan melalui tabel dibawah ini:
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Tabel 2. 2 Metrik evaluasi model klasifikasi

No Metrik Rumus
o o TP+ TN
1 | Akurasi (tingkat prediksi) P+ N
_ o FP+ FN
2 | Error rate (tingkat kesalahan prediksi) P+ N
- TP
3 | Recall (sensitifitas) 7
4 | Precisi [ diksi b il
recision (rasio prediksi benar) TP + FP
TN
5 | Specificity (rasio true negative) N
5 | F-score (rata —rata harmonik metrik precision 2 X precision Xrecall

& recall) precision + recall

Metrik evaluasi pada penelitian ini yang digunakan ada dua yaitu metrik

evaluasi untuk objek deteksi yang dilakukan sistem menggunakan mAP (mean

average precision) dan menentukan error pada aplikasi sistem klasifikasi

menggunakan mse (mean squared error). Penjelasan kedua metrik evaluasi tersebut

sebagai berikut:
a. Metrik Evaluasi Objek Deteksi MAP (Mean Average Precision)

Metrik evaluasi mAP umumnya digunakan untuk mengevaluasi
model machine learning objek deteksi seperti Fast R-CNN, YOLO, Mask
R-CNN dan sejenisnya. Nilai mAP dihitung berdasarkan nilai precision dan
recall dalam rentang O — 1. Formula dalam mencari evaluasi mAP adalah
dengan menggunakan sub metrik diantaranya confusion matrix, intersection

over union (loU), recal dan precision.

Area of Overlap

Area of Union

. Predicted bounding box

Gambar 2. 10 Intersection over Union
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False Positive (FP) True Positive (TP)

loU=~0.3

loU =~0.7

Gambar 2. 11 Menghitung loU dengan IoU threshold = 0.5
Beberapa tahapan dalam menghitung average precision (AP) adalah
sebagai berikut:
1. Mengetahui nilai prediksi dari model.
Konversi nilai prediksi ke label kelas klasifikasi.
Menghitung nilai confusion matrix — TP, TN, FP dan FN.

2

3

4. Menghitung metrik precision dan recall.

5. Menghitung nilai bawah area pada kurva precision — recall.
6

Mengukur average precision.

Melalui tahapan tersebut dapat dihitung nilai mAP dengan mencari nilai
average precision (AP) masing — masing kelas dan kemudian rata — rata

dengan jumlah kelas yang ada.

Keterangan :
mAP = mean Average Precision
N = jumlah objek yang diuji
AP = Average Precision
Metrik Evaluasi Loss MSE (Mean Squared Error)
MSE atau singkatan dari mean squared error merupakan metrik

evaluasi untuk mengetahui error dari kumpulan data antara data aktual
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dengan data prediksi. Perhitungan MSE yaitu menghitung rata — rata kuadrat
kesalahan (error) antara nilai perkiraan dengan perkiraan sebenarnya.

Persamaan matematis dapat dituliskan sebagai berikut (Harani et al., 2019):

" _Nilni i) 2
MSE (Mean Squared Error) = Z(Nllal Aktual-Nilal Prediks). (2.2)

jumlah data

Prediksi
Aktual

Akurasi = ( ) X 100 .. eeeeeeeee e, (2.3)

MSE digunakan untuk menemukan error dari nilai yang diprediksi
oleh aplikasi sistem Kklasifikasi kendaraan. Sehingga dapat ditarik
kesimpulan melalui analisis perbandingan model training machine learning

dengan penelitian terdahulu.

Labellmg

Labellmg merupakan software yang digunakan untuk melakukan labeling

gambar atau anotasi objek pada citra atau gambar. Aplikasi Labellmg memiliki

kemudahan dalam anotasi objek sebagai tanda pengenal, terdapat dua pilihan

anotasi yaitu anotasi VOC yang mana outputnya file ekstensi .xml dan anotasi

YOLO output file ekstensi .txt (Dewi, 2018). Labellmg digunakan untuk anotasi

objek kendaraan roda dua dan roda empat baik per objek maupun beberapa objek

dalam satu frame gambar. Gambar dibawah ini merupakan tampilan Labellmg:

*

7o
a

Hext Image

Sumber : https://tzutalin.github.io/labelimg/
Gambar 2. 12 Antarmuka aplikasi Labellmg
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2.2.16 Tool Python Notebook
Tool dalam melakukan training model machine learning pada penelitian ini
menggunakan dua tool yang dinamakan notebook. Notebook dalam kaitannya
dengan bahasa pemrograman python merupakan tool code editor yang memiliki
environment pengembangan bahasa pemrograman python untuk melakukan
pemrograman dalam bentuk cell. Dua tool notebook yang digunakan ada dua
masing — masing dijelaskan sebagai berikut:
1. Google Colaboratory
Notebook environment python yang dikembangkan oleh Google. Semua
pengguna gmail dapat menggunakan nya secara gratis dijalankan melalui
cloud dan memiliki fitur GPU (Graphic Processing Unit) sehingga sangat
efektif, efisiensi serta maksimal penggunaanya dalam melakukan training
model machine learning. Google Colaboratory sudah menyediakan berbagai
akses library sehingga pengguna hanya melakukan import library saja
(Carneiro et al., 2018). Google Colaboratory digunakan untuk melakukan
training model machine learning karena mendukung komputasi

menggunakan GPU. Berikut tampilan Google Colaboratory:

cOy £ Notebook.ipyni
s

File Edit View Insert Runtime Tools Help Al changss saved

B comment 2% Share £

+ Code  + Text Connect - & Editing

SR-E-NY0 I

“ ol

m

Gambar 2. 13 Antarmuka tool Google Colaboratory

2. Jupyter Notebook
Jupyter notebook merupakan tool notebook environment python yang

dikembangkan Anaconda Inc dimana notebook Jupyter dapat digunakan
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secara lokal dengan sumber daya dan kemampuan device komputer. Tidak
seperti Colaboratory, perlu melakukan instalasi library yang dibutuhkan
sebelum dapat menggunakan Jupyter namun kelebihannya dapat disimpan
otomatis secara lokal dan dapat melakukan visualisasi tampilan gambar
bergerak atau video. Jupyter notebook digunakan untuk melakukan
visualisasi pengujian model training machine learning yang sudah

dilakukan pada Google Colaboratory. Berikut tampilan Jupyter Notebook:
] (i) locathost: 88588/ nolebooks /Docu ments/Project®%2 upyter/ U ntitled. ipynb ke s i Y= @ '1',.\
— Jupyter Untitled wmamssres & oo

File Edit Wiew Insert Cel Hemal Widgets Help Trusted o |r-;ri'0r: Hipykemel) O

B4+ % & B4+ 4| pHAm B C B Cod v 3

Gambar 2. 14 Antarmuka tool Jupyter Notebook

2.2.17 Visual Studio Code

Visual Studio Code atau lebih mudah disingkat VSCode merupakan tool
untuk melakukan edit kode pemrograman. VSCode adalah code editor yang mampu
menerapkan berbagai environment bahasa pemrograman sehingga mudah
berkomunikasi dengan menggunakan extension, dapat melakukan import library
dengan mudah serta menerapkannya. Penelitian ini menerapkan GUI Aplikasi
sehingga VSCode digunakan untuk melakukan implementasi kode perancangan
aplikasi klasifikasi kendaraan karena memudahkan dalam integrasi model machine

learning. Berikut tampilan Visual Stuido Code:
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Gambar 2. 15 Antarmuka Visual Studio Code
2.2.18 PyQt5 Designer

PyQt5 Designer merupakan aplikasi untuk melakukan layouting aplikasi
berbasis bahasa pemrograma Python. PyQt5 Designer digunakan dalam membuat
antarmuka aplikasi klasifikasi kendaraan. PyQt5 adalah library Python sehingga
mudah dalam mengaplikasikan model machine learning yang diintegrasikan ke
aplikasi karena model machine learning di training dengan environment Python.
Berikut tampilan PyQt5 Designer:

thmn

Porwers il

........

T ———

Gambar 2. 16 Antarmukas PyQt5 Designer
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BAB Il
METODE PENELITIAN

Metode penelitian ini menjelaskan cara penyelesaian yang akan dilakukan oleh
penulis dalam penyusunan laporan penelitian. Metode penelitian yang digunakan
dalam penyusunan diantaranya lokasi penelitian, alat dan bahan penelitian, waktu

penelitian dan tahap penyelesaian penelitian.

3.1 Lokasi Penelitian

Pengerjaan penelitian ini memerlukan tempat untuk proses perancangan dan
pembuatan aplikasi sistem machine learning untuk Klasifikasi kendaraan pada
persimpangan traffic light. Lokasi penelitian untuk menyelesaikan tugas akhir
dengan judul Perancangan Sistem Machine Learning untuk Klasifikasi Kendaraan
pada Persimpangan Traffic Light berada di Laboratorium Teknik Elektro
Universitas Tidar dan di Dinas Perhubungan Kota Magelang untuk survei
pendahuluan yang digunakan sebagai tambahan informasi serta referensi kebutuhan

aplikasi sistem yang dibuat.

3.2 Waktu Penelitian
Waktu penelitian yang dilaksanakan untuk mengerjakan tugas akhir ini selama
4 bulan. Waktu penelitian 4 bulan yaitu dari bulan Maret 2022 sampai dengan bulan

Juni 2022, Tabel 3.1 berikut merupakan rencana kegiatan yang dilakukan selama

penelitian.
Tabel 3. 1Rencana Kegiatan Pelaksanaan Tugas Akhir
No Kegiatan Maret April Mei Juni
2|13|4 2|3 1123|4123 |4
1 | Survei

Pendahuluan
2 | Studi Pustaka

3 | Penyusunan dan
pengumpulan
proposal

4 | Tahapan
Pengambilan dan
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Data

5 | Perancangan
Sistem

6 | Pembuatan
Sistem

7 | Uji Coba Sistem

8 | Analisis hasil
Pengujian

9 | Penyusunan

Laporan Akhir

3.3 Alat dan Bahan

Penelitian ini membutuhkan beberapa komponen pendukung dalam proses

pembuatan yaitu alat dan bahan. Tabel 3.2 menunjukkan daftar alat yang

dibutuhkan dalam proses penelitian, sebagai berikut:

Tabel 3. 2 Daftar Alat Penelitian

No | Nama Barang Kuantitas Satuan
1 | Kamera 1 Unit
2 | Laptop atau Komputer 1 Unit
3 | Visual Studio Code 1 Unit
4 | Tool Google Colaboratory 1 Unit
5 | Software Labellmg 1 Unit
6 | Software PyQt5 Designer 1 Unit
7 | Library Tensorflow 1 Unit
8 | Library Numpy 1 Unit
10 | Library OpenCV 1 Unit
11 | Stopwatch 1 Unit

Tabel 3.3 menunjukkan daftar bahan yang dibutuhkan dalam proses

penelitian, sebagai berikut:

Tabel 3. 3 Daftar Bahan Penelitian

No | Nama Barang Kuantitas Satuan

1 | Data Rekaman CCTV Traffic 8 Jam
Light Dinas Perhubungan Kota
Magelang lokasi persimpangan
Gotong Royong

2 | Dataset Gambar Kendaraan Roda 1 Unit
Dua

3 | Dataset Gambar Kendaraan Roda 1 Unit
Empat
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3.4 Variabel Penelitian

Penelitian yang dilakukan menggunakan beberapa variabel yang berpengaruh
pada hasil penelitian ini yaitu variabel terikat dan variabel bebas.
3.4.1 Variabel Terikat
Variabel terikat atau variabel yang dipengaruhi oleh variabel lain pada
penelitian ini yaitu kelas atau golongan kendaraan. Data kendaraan diambil melalui
public repository. Terdapat setidaknya 2 kelas kendaraan yang digunakan yaitu roda

dua dan roda empat.

3.4.2 Variabel Bebas
Variabel bebas yang merupakan variabel yang mempunyai pengaruh
terhadap perubahan yang terjadi pada variabel lain. Variabel bebas pada penelitian

ini adalah jenis layer, algoritma optimasi, fungsi aktivasi dan metrik evaluasi terdiri

dari error serta akurasi.

3.5 Diagram Alir Penelitian

Penelitian ini menggunakan beberapa tahapan meliputi studi pustaka,
melakukan perancangan sistem meliputi perancangan alat pengukuran dan
perancangan sistem machine learning, pembuatan alat, uji coba sistem, analisis
pengujian, kesimpulan, dan penyusunan laporan akhir. Diagram alir penelitian

ditunjukkan pada Gambar 3.1,



36

)

Survei Pendahuluan

Studi Pustaka

!

Tahapan
Fengambilan dan
Fengumpulan Data

!

Melakukan
Ferancangan Sistem

!

Pembuatan Sistem je—;

!

Uji Coba Sistemn

Fengujian
Sesuai ?

Analisis Pengujian

!

Kesimpulan

!

%‘enyusunan Lapaoran Akh%

Gambar 3. 1 Diagram Alir Penelitian

3.5.1 Survei Pendahuluan
Langkah ini dilakukan untuk mengetahui kebutuhan dan kondisi Dinas

Perhubungan terhadap data yang akan dihasilkan dari penelitian dan melakukan
pengambilan data rekaman CCTV lampu lalu lintas yang akan dijadikan objek

penelitian untuk melakukan perancangan sistem klasifikasi kendaraan. Diskusi
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dengan pihak yang memahami diperlukan untuk mengetahui lebih detail
permasalahan sebenarnya kondisi lampu lalu lintas.

3.5.2 Studi Pustaka
Hasil penelitian-penelitian terdahulu digunakan sebagai referensi dalam

penelitian ini. Penulis mengumpulkan studi literatur untuk menunjang penelitian
yang dilakukan. Studi pustaka sangatlah diperlukan dalam langkah awal dalam
melakukan penelitian karena akan memberikan suatau gambaran awal tentang
langkah-langkah yang akan dilakukan, serta mendapatkan pemahaman dalam
proses penelitian, penelitian yang pernah dilakukan pendahulunya, dan dapat
mengetahui kelebihan dan kekurangannya. Referensi dapat berupa jurnal penelitian
sebelumnya, internet, buku dan yang lainnya. Beberapa referensi yang diperlukan
dalam penelitian ini yaitu cara kerja sistem algoritma pengolahan citra digital,
perancangan sistem klasifikasi objek kendaraan pada traffic light, penyusunan dan
pembuatan model kecerdasan buatan untuk diintegrasikan ke dalam sistem

klasifikasi objek kendaraan.

3.5.3 Parameter yang Digunakan
Parameter yang digunakan pada analisis sistem klasifikasi kendaraan ini

diantaranya adalah objek kendaraan roda dua dan roda empat pada persimpangan
traffic light. Data diambil dari hasil rekaman CCTV lampu lalu lintas yang
didapatkan melalui Dinas Perhubungan Kota Magelang dan pengambilan video
secara manual pada persimpangan traffic light. Klasifikasi yang digunakan adalah
berdasarkan dimensi ukuran kendaraan dan pola bentuk gambar kendaraan yang
dibedakan menjadi dua golongan yaitu kendaraan roda dua dan kendaraan roda

empat.

3.5.4 Perancangan Sistem Machine Learning
Perancangan alat berdasarkan berbagai studi literatur sehingga perancangan

ini dapat mengurangi kekurangan pada penelitian yang yang pernah dilakukan
sebelumnya. Diagram alir cara kerja sistem secara keseluruhan ditunjukkan pada
Gambar 3.2, sebagai berikut:
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Gambar 3. 2 Diagram Alir Cara Kerja Sistem Bagian Start
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Gambar 3. 3 Diagram Alir Cara Kerja Sistem Bagian A
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Berdasarkan gambar diagram alir cara kerja sistem pada Gambar 3.2 dapat
diuraikan tahap perancangan sistem sebagai berikut:

1. Perancangan Sistem Model Machine Learning
Model machine learning memiliki karakteristik yang berbeda beda

tergantung dengan algoritma yang digunakan. Pengolahan citra menggunakan
algoritma Convolutional Neural Network. Sebelum membuat model yang
dibutuhkan penelitian yaitu melakukan preprocessing data gambar yang
dibutuhkan. Model rancangan dibuat dalam bentuk pipeline menyusun layer

algoritma neural network yang dibutuhkan dalam melakukan penelitian.

2. Perancangan GUI (Graphical User Interface) Aplikasi
Perancangan GUI Aplikasi disusun sesuai kebutuhan yaitu fitur yang ada

sebatas aplikasi klasifikasi kendaraan yang menjadi fokus pada penelitian. Desain
layout menggunakan PyQt5 Designer dan fungsi fitur dibuat dengan kode python.
Aplikasi yang sudah memiliki fungsi kemudian diintegrasikan dengan model

machine learning yang di training.

3.5.5 Pembuatan Sistem Machine Learning

Setelah selesai melakukan tahap perancangan, proses selanjutnya adalah
pembuatan alat dilakukan setelah tahap perancangan. Langkah-langkah yang
dilakukan pada tahap pembuatan yaitu:

1. Menyiapkan semua alat dan bahan yang dibutuhkan.

2. Membuat diagram sistem yang akan digunakan dalam menentukan
perancangan alur pengerjaan penelitian.

3. Melakukan pemrosesan data gambar kendaraan roda dua dan kendaraan
roda empat. Pemrosesan data gambar dapat berupa labelling data gambar,
penyesuaian ukuran gambar, penyesuaian jenis citra warna yang digunakan
untuk training model dan melakukan pembagian data latih serta data uji.

4. Membuat model machine learning dengan melakukan pengaturan pada
parameter Convolutional Neural Network (CNN) diantaranya fungsi
aktivasi, metode metrik evaluasi, jenis layer dan fungsi optimizer.

5. Melakukan training model machine learning menggunakan parameter yang

sudah disetel dan data gambar latih yang sudah ditentukan.
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Melakukan pengujian pada training model dengan mengujinya
menggunakan data gambar uji yang telah ditentukan.

Menampikan metrik evaluasi dan melakukan analisis pada akurasi serta
error model machine learning yang sudah dibuat sebelum dilakukan deploy
atau integrasi model ke sistem aplikasi klasifikasi dan counting untuk
mendapatkan akurasi dan loss yang maksimal sesuai batas yang ditentukan
yaitu akurasi > 80% dan estimasi MSE < 20. Jika model machine learning
masih belum memenuhi maka akan dilakukan tuning hyperparameter untuk
memaksimalkan hasil dari akurasi dan loss.

Membuat sistem klasifikasi dan counting kendaraan berdasarkan golongan
kendaraan motor, kendaraan mobil, kendaraan truk dan kendaraan bus
dengan menggunakan bahasa pemrograman Python library PyQt5 dalam
bentuk GUI dekstop.

Melakukan deploy atau integrasi model machine learning ke dalam aplikasi
GUI dekstop untuk visualisasi dan evaluasi sistem yang telah dibuat.
Sistem telah selesai dan siap untuk dilakukan pengujian aplikasi sistem
counting yang dibandingkan dengan data real-time kendaraan yang lewat
pada lampu lalu lintas.

Melakukan analisis dan menarik kesimpulan dari hasil pengujian aplikasi
klasifikasi dan counting kendaraan yang sudah dibuat.

Training Model Algoritma Convolutional Neural Network

Training model machine learning menggunakan algoritma convolutional

neural network memiliki beberapa tahapan untuk mendapatkan keluaran gambar

yang dapat mengenali kelas kendaraan roda empat dan roda dua dari input data

gambar training. Tahapan training model algoritma convolutional neural network

terdapat pada Gambar 3.4
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Input Gambar
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(Kelas Gambar)

Gambar 3. 4 Diagram Alir Training Model menggunakan Algoritma
Convolutional Neural Network

Tahapan utama yang umum pada lapisan CNN terdiri dari input layer,
beberapa hidden layer dan output layer. Training model menggunakan algoritma
CNN terdapat beberapa tahap pada proses layer yaitu convolutional layer, fungsi
aktivasi, pooling layer dan fully connected layer. Melalui diagram alir pada Gambar
3.4 dapat dijelaskan sebagai berikut
a. Input Layer

Input layer merupakan proses dimana gambar diubah ke dalam bentuk
matematis matriks. Tiap pixel pada gambar memiliki nilai tersendiri dalam
matriks yang akan diproses untuk dilakukan ekstraksi fitur. Sehingga melalui
ekstraksi fitur akan mendapatkan fitur objek yang bisa diklasifikasikan ke
dalam kelas objek tertentu.

b. Convolutional Layer
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Convolutional layer bertujuan untuk menentukan jumlah hidden layer. Secara
umum mengubah nilai piksel input yang diekstrak sehingga mendapatkan nilai
baru dengan menggunakan kernel / filter. Nilai matriks input akan berubah nilai
nya dengan menggunakan perhitungan dot products kernel / filter.

c. Fungsi Aktivasi
Fungsi aktivasi digunakan untuk melakukan normalisasi nilai matriks output
dari convolutional layer sehingga nilai matriks berkurang pada background dan
nilai matriks bertambah pada fitur objek. Fungsi aktivasi yang digunakan pada
penelitian ini adalah ReLu. ReLu atau singkatan dari rectified linear unit
merupakan fungsi aktivasi yang membuat pembatas nilai nol, yang artinya jika
x <0 maka x =0 dan jika x > 0 maka x = x. Fungsi aktivasi diterapkan pada
tiap piksel sehingga dapat menyeleksi nilai yang merupaka fitur objek dari
gambar.

d. Pooling Layer
Pooling layer memiliki tujuan untuk mengurangi nilai pada dimensi matriks.
Penelitian ini menggunakan maxPooling layer sehingga dapat mengurangi
dimensi nilai matriks dari output fungsi aktivasi.

e. Fully Connected Layer
Ketiga proses yang sudah disebutkan diatas merupakan proses konvolusi
sehingga mendapatkan matriks dengan fitur ekstraksi. Selanjutnya matriks
dengan fitur ektraksi tersebut diubah bentukanya ke dalam bentuk vektor
sehingga dapat diklasifikasikan dalam kelas tertentu.

f. Output Layer
Ouput layer berupa vektor dengan kelas tertentu yang dijadikan sebagai sebuah
bentuk format model machine learning tertentu tergantung framework yang

digunakan untuk training model machine learning.

3.5.7 Pembuatan Program GUI Aplikasi dan Deploy Model Machine
Learning

Pembuatan program GUI Aplikasi menggunakan PyQt5 Designer untuk
memudahkan dalam pembuatan layout aplikasi Dekstop lebih mudah. Kemudian

menambahkan fitur tampilan gambar, start, stop, import video, start cam untuk
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video realtime, exit dan fitur penghitung otomatis. Setiap fitur ditambahkan fungsi
agar dapat berjalan sesuai dengan perintah yang diberikan dengan membuat kode
fungsi pada code editor. Deploy model machine learning dilakukan dengan cara
menambahkan file weight dan cfg ke dalam baris kode fungsi agar membaca objek

kendaraan yang terbaca.

Aplikast dan

B Sw
Ramaae g

Gambar 3. 5 Tahap Pembuatan GUI Aplikasi

3.5.8 Pengujian

Penulis melakukan uji coba pada aplikasi yang sudah dibuat untuk
memastikan sistem sudah berfungsi dengan baik atau tidak. Alat dapat dikatakan
berfungsi dengan baik jika alat mampu menampilkan klasifikasi jenis kendaraan
pada golongan roda dua dan roda empat, tingkat akurasi pengenalan jenis
kendaraan, penghitungan jumlah jenis kendaraan secara real time serta dengan nilai
error yang sedikit pada hasil uji coba. Apabila ditemukan aplikasi tidak berfungsi
sebagaimana mestinya maka perlu dilakukan pemeriksaan terhadap aplikasi yang
sudah dibuat. Proses pengujian dilakukan secara peripheral atau terpisah sesuai

bagian masing- masing, proses pengujian terbagi menjadi 2 tahap, diantaranya:

a. Pengujian Sistem Machine Learning
Pengujian sistem machine learning yaitu pada model sistem hasil training model

data gambar latih menggunakan Convolutional Neural Network dibandingkan
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dengan data gambar uji yang sudah di split pada preprocessing data. Pengujian
model training dengan data gambar uji yang menggunakan metode penghitungan
akurasi salah satunya menggunakan MAP (Mean Average Precision) dan

Confusion Matrix.

b. Pengujian Sistem Klasifikasi Kendaraan

Pengujian sisten Kklasifikasi kendaraan dilakukan setelah model machine
learning memenuhi akurasi dan error yang sesuai serta model berhasil di deploy
pada aplikasi. Pengujian pada sistem dilakukan dengan membandingkan antara
jumlah kendaraan yang berhasil diklasifikasi dan dihitung dibandingkan dengan
jumlah kendaraan aslinya dihitung secara manual. Kemudian ditentukan nilai error

dapat menggunakan MSE (Mean Average Precision).

3.5.9 Analisis Data Hasil Pengujian

Penulis akan menganalisis hasil pengujian antara pengujian sistem machine
learning yang dilakukan dengan data gambar uji dan pengujian sistem klasifikasi
dimana model sistem machine learning sudah di deploy yang diuji menggunakan
video rekaman CCTV lampu lalu lintas. Analisis dari dua metode pengujian untuk
mengetahui seberapa baik model yang sudah dibuat mampu melakukan klasifikasi
dengan baik pada kasus nyata. Kemudian akan dilakukan analisis terhadap model
machine learning yang sudah dibuat dibandingan dengan model machine learning
peneliti pendahulu guna mendapatkan sistem dan kesimpulan yang baik..

3.5.10 Kesimpulan
Penulis menarik kesimpulan berdasarkan hasil penelitian dan analisis yang
sudah dilakukan. Pada kesimpulan penulis juga menuliskan kekurangan dari sistem

yang dibuat.
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BAB IV
HASIL DAN PEMBAHASAN

Penelitian tugas akhir dalam pembuatan sistem machine learning untuk
klasifikasi kendaraan pada persimpangan traffic light diperlukan data dalam proses
penyusunan laporan penelitian. Sistem klasifikasi kendaraan disusun sesuai dengan
tahapan pada metode penelitian, berikut hasil dan analisis penelitian yang telah
dilakukan:

4.1 Pengumpulan Dataset

Data rekaman CCTV lampu lalu lintas diambil melalui survei pendahuluan
dengan Dinas Perhubungan Kota Magelang. Rekaman dilakukan pada tanggal 22
April 2022 pukul 06.12 WIB dengan durasi 40 menit. Data gambar yang digunakan
adalah gambar kendaraan roda dua dan roda empat yang di ambil secara manual
cropping objek kendaraan dari rekaman CCTV lampu lalu lintas. Data gambar yang
diambil disesuaikan environment nyata agar mudah diterapkan dan tepat dalam
melakukan klasifikasi. Data gambar yang digunakan terdiri dari 3 jenis yaitu
kendaraan roda dua berjumlah 100 data gambar, kendaraan roda empat berjumlah
100 data gambar dan gabungan kedua jenis kendaraan roda dua empat dalam satu
frame gambar berjumlah 40 data gambar. Pengambilan gambar objek kendaraan
diambil secara acak dari berbagai sudut pandang. Kendaraan roda dua berjumlah
100 buah data gambar, untuk objek gambar yang dikumpulkan terlihat pada
Gambar 4.1.

Gambar 4. 1 Data Gambar Kendaraan Roda Dua
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Data gambar kendaraan roda berjumlah 100 buah gambar dengan objek
gambar diambil sesuai seperti Gambar 4.2.

Gambar 4. 2 Data Gambar Kendaraan Roda Empat

Data gambar kendaraan roda dua dan roda empat dalam satu frame
digunakan untuk melatih model machine learning yang mampu beradaptasi sesuai
environment yang terlihat pada kamera CCTV lampu lalu lintas. Setiap objek
kendaraan pada frame tersebut akan dilakukan anotasi sehingga dapat dikenali oleh
sistem, yang terlihat pada Gambar 4.3.

4.2 Preprocessing Data Gambar

Data yang diperoleh kemudian dilakukan beberapa pengolahan untuk
mempersiapkan data agar siap digunakan dalam melakukan training model
machine learning. Metode yang digunakan yaitu Convolutional Neural Network

dengan pengembangan yang dinamakan Yolo (You Only Look Once).

4.2.1 Pelabelan Data Gambar
Tahap awal yang dilakukan yaitu pelabelan data gambar masing-masing

kelas dan data gambar gabungan dalam satu frame. Pelabelan dilakukan sebagai
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tanda pengenal gambar yang menyimpan informasi dari gambar yang dilabeli.
Label gambar disimpan dalam berkas berekstensi TXT dengan format YOLO.
Pelabelan terhadap seluruh data gambar berjumlah 240 dilakukan secara manual
dengan aplikasi Labellmg. Label TXT terdiri dari kelas objek, posisi objek
koordinat X, posisi objek koordinat y, ukuran panjang objek dan ukuran lebar objek.
Anotasi atau pelabelan pengenalan objek kendaraan dilakukan satu per satu

menggunakan Labellmg seperti terlihat pada objek mobil Gambar 4.4,

2 B e
;@ ieieivingg

Gambar 4. 4 Pelabelan Data Gambar Objek Kendaraan

Pelabelan juga dilakukan pada gambar kendaraan roda dua dan roda empat
dalam satu frame, yang dianotasi setiap objek kendaraan yang ada dalam frame
tersebut. Proses pelabelan objek kendaraan roda dua dan roda empat dalam satu
frame terlihat pada Gambar 4.5.

PR

Gambar 4. 5 Pelabelan Data Gambar Gabungan Objek Kendaraan dalam Satu
Frame

Pelabelan gambar yang sudah dilakukan akan menghasilkan file berekstensi
.TXT yang dibaca sebagai anotasi atau label YOLO sehingga akan mudah dibaca
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oleh sistem pada training model machine learning. Hasil pelabelan objek kendaraan
pada gambar terlihat pada Gambar 4.6.

M Eintct - Hotepad

Fik Edk Format View Hdp

@ B,233509 &.753%45 B, 080776 @, 345768
@ @8.288321 .538129 8.867358 ©. 135564
@ B8, 31BA4E @.373027 B, @6E52 @, 218077
@ B3T3 @.350357 0.e68214 B8, 150646
@ 8.4824309 ©.355E11 B.@497E0 @, 11077
@ BRIEATT G.A2G264 BLBEIIEE @, 730998
@ 6.6e0816 B.288379 6.8d43316 @, 195122
@ B, 545386 @ FE3FEF 8,@2A68 @, 1TIREL
@ B STERGT @ 216600 B eda0Rd @, 157619
@ 8,4915%81 ©.246772 B8.@3152 @, 137733
@ 3485019 @, 116508 B B9283 B, EEE96
B B.538915 ©.167145 B.849996 8. 121951
1 8.367130 &.640603 A, 1E2284 @,457848
1 8.577965 @.E630566 8. 169187 & 548098
1 8,413982 @.230073 8, 183253 @,233859
1 B.420356 @.993257 0.e72331 0. 148663
1 8.534541 2.572453 B.6E9546 @, 124821

Ln& Col38 10066 Unic {LF) UTF-8

Gambar 4. 6 File Label dengan Format YOLO TXT

4.2.2 Train Test Split Data Gambar

Sebelum melakukan training, data gambar yang sudah dilabeli
menghasilkan file label dengan format YOLO TXT sehingga masing-masing
gambar memiliki label tersebut, data gambar dan file label tersebut perlu dibagi
dalam beberapa bagian yaitu data gambar latih dan data gambar uji. Data gambar
latih digunakan untuk melatih model machine learning sedangkan data gambar uji
dilakukan untuk pengujian model training. Data gambar yang dipisahkan tidak
perlu spesifik dibagi dalam folder namun membuat dua buah file yang terdiri dari
train.txt dan test.txt yang berisi kumpulan path file label gambar yang dipisahkan.
Total terdapat 240 gambar kemudian penulis membaginya untuk data testing
sebesar 10% untuk masing-masing kelas gambar atau 22 gambar terbagi dalam
gambar K sebanyak 3 buah, kelas roda dua sebanyak 6 buah dan kelas roda empat

sebanyak 13 buah.
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' test.tot - Motepad

File Edit Format  Wiew Help
Pcontent/darknetfdatafobjfkendahaan—2/KRD_868.]PG
fcontent/darknet/data/obj/fkendaraan-2/KRE_BE7.1PG
fcontent/darknet/data/objfkendaraan-2/K_35.1PG
fcontent/darknet/data/objfkendaraan-2/KRE_BE6. JPG
fcontent/darknet/data/obj/kendaraan-2/KRE_B821.1PG
fcontent/darknet/data/obj/kendaraan-2/KRE_841, IPG
fcontent/darknet/data/obj/kendaraan-2/KRD_188, IPG
fcontent/darknet/data/obj/fkendaraan-2/KRE_BE5 . JPG
fcontent/darknet/data/objfkendaraan-2/K_28.1PG
fcontent/darknet/data/objfkendaraan-2/KRE_B39.1PG
fcontent/darknet/data/cbj/kendaraan-2/KRE_BBE. JPG
fcontent/darknet/data/obj/kendaraan-2/KRD 831, IPG
fcontent/darknet/data/obj/kendaraan-2/KRE_816. PG
fcontent/darknet/data/obj/kendaraan-2/K_24.1PG
fcontent/darknet/data/objfkendaraan-2/KRE_B56. JPG
fcontent/darknet/data/objfkendaraan-2/KR0D 842 . 1PG
fcontent/darknet/data/objfkendaraan-2/KRE_BEY.IPG
fcontent/darknet/data/obj/kendaraan-2/KRD_ 822, 1PG
fcontent/darknet/data/obj/kendaraan-2/KRD 849, IPG
fcontent/darknet/data/obj/kendaraan-2/KRE_879.1PG
fcontent/darknet/data/objfkendaraan-2/KRE_B19.1PG
fcontent/darknet/data/obj/kendaraan-2/KRE_B268. PG

Gambar 4. 7 File test.txt yang berisi path Data Gambar Uji

4.3 Sistem Machine Learning

Proses pengolahan citra menggunakan pengembangan algoritma Convolutional
Neural Network yaitu YOLO (You Only Look Once) yang memiliki arsitektur layer
lebih kompleks namun menghasilkan akurasi yang baik ketika diterapkan dalam
sistem nyata. Setidaknya terdapat beberapa tahapan yang dilakukan dalam
pengolahan citra menggunakan YOLO setelah mempersiapkan dataset yang
diperlukan.

4.3.1 Konfigurasi Parameter Training Pipeline

Parameter yang digunakan dalam Yolov3 disimpan dalam file berekstensi
.cfg. Beberapa parameter yang disesuaikan dengan sistem yang akan dibangun
diantaranya:

1. batch : jumlah sampel yang diproses dalam satu kelompok, pada penelitian
ini menggunakan nilai maksimal yaitu 64 sampel yang akan diproses dalam
satu kelompok.

2. subdivision : membagi batch dalam mini_batch sehingga GPU memproses
sampel mini_batch dalam sekali proses, dalam penelitian ini menggunakan
16 subdivision yang artinya terdapat 4 kali proses dalam 64 batch.
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3. max_batches : proses training model dilakukan dalam nilai maksimal batch
iterasi, pada penelitian menggunakan 4000 untuk max_batch melalui
penghitungan jumlah kelas * 2000. Dimana nilai 2000 merupakan nilai
minimal max_batch.

4. classes : jumlah kelas yang digunakan dalam training model untuk
klasifikasi kendaraan roda dua dan roda empa.

5. filter : Parameter pada layer konvolusi sebagai fitur penyaring nilai pixel,
sesuai dengan paper Yolov3 jumlah filter yang digunakan dalam Yolov3
yaitu (jumlah kelas + 5)*3 sehingga filter yang digunakan dalam penelitian
ini adalah 21.

cfg

v3_training.cfg

Gambar 4. 8 Parameter yang disesuaikan dengan kebutuhan sistem

4.3.2 Training Convolutional Neural Network

Training model berjalan berdasarkan konfigurasi parameter menghasilkan
model machine learning dalam ekstensi weight. Model weight akan digunakan
untuk diintegrasikan dengan sistem aplikasi dalam mengklasifikasikan serta
counting kendaraan. Training model menghabiskan waktu sebanyak kurang lebih
satu setengah jam.

Gambar 4. 9 Proses Training Model
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Pengolahan citra dalam algoritma convolutional neural network dilakukan
oleh sistem dengan mengurangi nilai pixel pada gambar untuk dapat mengektraksi
fitur dari objek dan memisahkannya dengan latar belakang gambar. Proses filter
menggunakan konvolusi ditunjukkan Gambar 4.10 dengan menggunakan konvolusi
filter conv2d (3, 3, 3, 64) dalam dimensi 3 x 3 x 3 x 64 dengan layer maxpooling2d
dengan nilai 2.

Gambar 4. 10 Proses filter nilai pixel menggunakan layer konvolusi dan
maxpooling

4.3 Model Hasil Training

Model hasil training menghasilkan satu file model ekstensi weight yang
digunakan dalam integrasi aplikasi sistem klasifikasi. File model weight dan file
konfigurasi .cfg keduanya terhubung dalam menklasifikasikan objek kendaraan
roda dua dan roda empat. Kedua file tersebut terimpan secara otomatis di dalam
google drive menggunakan kode program path destination file. Gambar 4.11
menunjukkan file hasil model training yang tersimpan secara otomatis pada google

drive.
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Drive Saya > penelitian-yolo-skripsi > evaluate-map

Nama Pemilik Terakhir diubah Ukuran file
B classestat saya 18.Jun 2022 saya 18 byte
5 kendaraan.zip saya 18.Jun 2022 saya 122ME
B yolova_training_1000.weights saya 18.un 2022 saya 33,1 ME
‘ yolov3_training_2000. weights saya 18.Jun 2022 saya 33,1MB
B yolova_training_3000.weights saya 18.Jun 2022 saya 33,1 ME
B yolova_training_4000.weights saya 18.un 2022 saya 33,1 ME
B yolova_training_final.weights saya 18.un 2022 saya 33,1 ME
B yolova_training_last.weights saya 18.Jun 2022 saya 33,1 MB

Gambar 4. 11 File model weight dan cfg yang tersimpan pada drive

Hasil model training kemudian selanjutnya diuji dengan menggunakan data
gambar uji yang disediakan, sehingga akan menghasilkan metric evaluate yaitu
confusion matrix dan metrik yang digunakan dalam deteksi objek adalah mean
average precision (MAP).

4.3.1 Hasil Pengujian Model Training

Pengujian model training menggunakan data gambar uji dengan memanggil
fungsi detector test dan memanggil file model weight serta konfigurasi cfg sehingga
menghasilkan gambar prediksi dari gambar uji. Menggunakan library opencv dan

memanggil gambar maka akan menghasilkan visual seperti Gambar 4.12
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~0) 3 Klasifisasi_Kendaraan.ipynb

File Edit Uhst Sisipkan Runtime Fitur Bantuan

Gambar 4.12 Gambar uji hasil prediksi model training

4.3.2 Confusion Matrix

Confusion matrix dihasilkan dari pengujian model training dengan data
gambar uji. Confusion matrix digunakan sebagai penentuan nilai metric evaluate
yaitu mean average precision (mAP). Confusion matrix yang dihasilkan sebagai
berikut:

calculation mAP (mean average precision])...
Detection lay &8

Detection layer type = 28

24

(TP = 11, FP
(TP = 17, FP

for conf_thresh @.25, precision = 1.8@, recall = @.82, Fl-score
for conf_thre TP = 28, FP = @, FN = &, aw e Ioll =

Iol thresheld = %, us Curwe for each unique Recall
mean awerage precisi (mAREE. 58]
Total Detection Time: @ Seconds

Gambar 4. 13 Metric evaluate model training terhadap data gambar uji

Nilai confusion matrix dari kedua kelas dapat dilihat pada Tabel 4.1 dan
Gambar 4.14:
Tabel 4. 1 Hasil pengujian model training terhadap data gambar uji

Actual




Roda Dua Roda Empat
Roda Dua 11 0
Predict
Roda Empat 0 17
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Tabel pengujian diatas merupakan tabel confusion matrix yang terdiri dari

dua kelas kendaraan. Keseluruhan objek yang dideteksi oleh model training untuk

keseluruhan terdapat 28 dari keseluruhan data gambar uji yaitu 22 data gambar (3

data gambar kendaraan roda dua dan roda empat dalam satu frame. Gambar 4.14

menunjukkan grafik hubungan kelas objek roda empat dan roda dua yang

diklasifikasikan.

(22 file gambar dan 2 kelas deteksi)

Kelas Objek

rodadua

Hasil Deteksi

6 8 10 12
Jumlah data gambar uji per kelas

B True Positive M False Positive

Gambar 4. 14 Grafik hasil deteksi data gambar uji

Metrik evaluasi yangditampilkan oleh detector mAP diperoleh beberapa
informasi seperti ground truth atau unique truth atau objek unik yang dikenali
sebagai objek berjumlah 34 objek kendaraan namun hasil deteksi hanya berjumlah

28 objek kendaraan.

4.3.3 Mean Average Precision (mAP)

18

Berdasarkan Gambar 4.13 dapat diketahui bahwa nilai mean average

precision yang dihasilkan dari pengujian model training terhadap data gambar uji
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adalah 97.51%. MAP merupakan metrik evaluasi untuk deteksi objek pada gambar
yang memiliki hubungan dengan nilai Intersection of Union (loU). loU

menggambarkan hubungan ground truth (objek sebenarnya) dengan detection truth

(objek yang diprediksi). Gambaran penentuan nilai loU pada Gambar 2.17:
Gm—Y‘ G<DISHUB w‘:;—'- G KON )

W e
17

Gambar 2. 17 1oU yang tampak pada proses training model

Melalui nilai loU dapat diketahui objek yang diprediksi. Skor prediksi
dikonversi ke kelas label sehingga objek dapat diklasifikasikan ke dalam objek
kendaraan roda dua atau roda empat. Setelah mengetahui kelas masing — masing
objek maka dapat dihitung confusion matrix untuk TP, FP, TN dan FN yang
digunakan dalam menentukan nilai precision serta recall. Nilai MAP merupakan
perhitungan rata-rata keseluruhan average precision (AP) yang diketahui dengan
menghitung nilai rata-rata bobot precision tiap treshold yang mana nilai bobot
meningkat berdasarkan nilai recall. Nilai treshold loU dapat dikonfigurasi secara
mandiri semakin kecil maka nilai precision dan mAP akan semakin tinggi sehingga
deteksi objek kendaraan semakin baik. Penelitian ini menggunakan loU treshold
sebesar 0.50.

Nilai mAP dapat ditentukan melalui perhitungan sistem selama model
training, karena banyaknya data uji yang digunakan sehingga prediksi dapat
dilakukan dengan komputer. Training model yang dilakukan mendapatkan nilai
metrik mAP sebesar 97,51%.
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4.4 Hasil Pembuatan GUI Aplikasi Klasifikasi dan Counting Kendaraan
Aplikasi dirancang menggunakan PyQT5 Designer untuk memudahkan dalam
pembuatan layout desainnya. GUI dibuat sederhana dengan beberapa fitur utama
yaitu fitur tampilan video, fitur penghitung yang terdiri dari roda dua — roda empat
untuk sisi atas serta sisi bawah, dan fitur button terdiri dari import file, start-import

untuk webcam, start untuk file video, stop video dan exit untuk keluar dari aplikasi.

B Apiikas Klasfikas Kendaraan _ o S

Aplikasi Klasifikasi dan Penghitung Kendaraan

o
[counting]

Bawzh  Atac
Roda 2 : 0 a

Emport
Start - Jroort
start

=]

Craaced by T T

Gambar 4. 15 Tampilan GUI Aplikasi Klasifikasi Kendaraan

4.5 Hasil Pengujian Sistem Klasifikasi
Model training yang sudah dibangun kemudian diintegrasikan dengan aplikasi

sistem klasifikasi dengan memanggil konfigurasi .cfg dan model weight. Sampel
video yang digunakan diperoleh melalui Dinas Perhubunga Kota Magelang yang
diimport kemudian dijalankan, akan terlihat deteksi objek kendaraan dengan
klasifikasi kelasnya kemudian jika melewati garis penghitung nilai akan tercatat di

bagian counting.
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1 Aphikasi Klasifikasi Kenderaan = :H X

Aplikasi Klasifikasi dan Penghitung Kendaraan

Bawah Atas
Reds2: 671 351

Roda4: 217 123

Import
Start - Import
Start

Stop

Gambar 4. 16 Hasil pengujian aplikasi Klasifikasi dan penghitung kendaraan
Pengujian dilakukan dengan melakukan prediksi kendaraan per menit
selama total 10 menit dengan waktu awal rekaman CCTV 06:13:34, hasilnya yang
didapatkan ditunjukkan pada Tabel 4.4.
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Tabel 4. 2 Prediksi Kendaraan menggunakan Aplikasi Klasifikasi dan Penghitung

Kendaraan
Pengujian Waktu Roda 2 Roda 4 Total
(prediksi) bawah | atas | total [ bawah| atas | total | Kendaraan
1 06:14:34 6 8 14 1 2 3 17
2 06:15:34 15 4 19 7 3 10 29
3 06:16:34 5 10 15 1 4 5 20
4 06:17:34 12 6 18 3 1 4 22
5 06:18:34 15 10 25 5 3 8 33
6 06:19:34| 21 6 27 7 4 11 38
7 06:20:34| 25 16 41 5 3 8 49
8 06:21:34 12 8 20 3 3 6 26
9 06:22:34 7 B 10 5 3 8 18
10 06:23:34| 27 14 41 11 4 15 56
Total 145 85 230 48 30 78 308

Hasil prediksi aplikasi dilihat dari perhitungan yang dilakukan oleh sistem
dengan menggunakan garis penghitung acuan. Video rekaman CCTV berdurasi 40
menit terdapat objek kendaraan yang diprediksi yaitu 1007 roda dua bawah, 289
roda empat bawah, 500 roda dua atas dan 167 roda empat atas.

4.3.1 Analisis Pengujian Model Sistem Klasifikasi

Model training yang sudah dibuat kemudian diintegrasikan ke dalam sistem
aplikasi klasifikasi da penghitung kendaraan dengan menambahkan konfigurasi
.cfg dan model .weight. Garis penghitung yang berada ditengah sebagai acuan
untuk menghitung kendaraan yang melintas dari bawah ke atas maupun dari atas ke
bawah menggunakan logika sederhana. Analisis model machine learning yang
sudah dibuat yag kemudian diintegrasikan dengan aplikasi yaitu dilakukan dengan
penghitungan prediksi yang bisa dilakukan oleh aplikasi dengan jumlah kendaraan
nyata yang nampak dihitung secara manual. Jumlah kendaraan nyata yang tampak

pada video rekaman CCTV ditunjukkan pada Tabel 4.5.



Tabel 4. 3 Hasil penghitungan manual kendaraan
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Pengujian Waktu Roda 2 Roda 4 Total
(manual) bawah | atas | total [ bawah| atas | total | Kendaraan
1 06:14:34 11 11 22 2 3 5 27
2 06:15:34 15 6 21 7 4 11 32
3 06:16:34 10 15 25 2 4 6 31
4 06:17:34 15 12 27 3 6 9 36
5 06:18:34 17 19 36 5 5 10 46
6 06:19:34| 22 17 39 9 5 14 53
7 06:20:34| 25 26 51 5 8 13 64
8 06:21:34 14 10 24 7 5 12 36
9 06:22:34 9 11 20 5 3 8 28
10 06:23:34| 27 26 53 11 8 19 72
Total 165 153 318 56 51 107 425

Hasil perhitungan manual tersebut dibandingkan dengan perhitungan

prediksi aplikasi untuk menentukan nilai akurasi dan error dengan mse (mean

squared error). Jumlah total kendaraan dibandingkan sebagai acuan untuk

mendapatkan nilai antara sistem klasifikasi dengan perhitungan manual.

Perbandingan dilakukan dengan jumlah total kendaraan antara prediksi

aplikasi sistem klasifikasi dengan perhitungan manual aktual dari bawah dan atas

secara terpisah. Perbandingan secara terpisah tersebut dilakukan berkaitan dengan

posisi kendaraan yang melintas dari atas ke bawah dan dari bawah ke atas yang

memiliki pembacaan berbeda. Sehingga perlu dianalisis mendalam untuk

menemukan kaitan akurasi dari model yang dibuat. Tabel 4.6 menampilkan

perbandingan total kendaraan aktual dengan prediksi yang diambil dari total nilai

bawah:
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Tabel 4. 4 Perbandingan total kendaraaan aktual dengan prediksi untuk nilai

bawah

Pengujian Total Total N N

(bawah) Waktu [Kendaraan Kenda_raa_m Selisih | (Selisih)"2
Aktual Prediksi

1 06:14:34 13 7 6 36

2 06:15:34 22 22 0 0

3 06:16:34 12 6 6 36

4 06:17:34 18 15 3 9

5 06:18:34 22 20 2 4

6 06:19:34 31 28 3 9

7 06:20:34 30 30 0 0

8 06:21:34 21 15 6 36

9 06:22:34 14 12 2 4

10 06:23:34 38 38 0 0

Jumlah 221 193 SUM 134

134
MSE (Mean Squared Error) = 0= 13.4

Nilai mse yang diperoleh adalah 13.4 yang berarti nilai telah memenuhi
ukuran batasan yang diberikan yaitu estimasi dibawah 20, sehingga model training
telah memenuhi tujuan penelitian dalam memperbaiki sistem penelitian terdahulu.

Tabel 4. 5 Rata — rata akurasi prediksi kendaraan nilai bawah

Pengujian Total Total akur_as? akurasi%
Bawah) Waktu [Kendaraan Kenda_raa_m (prediksi /| (akurasi x
Aktual Prediksi aktual) 100%)
1 06:14:34 13 7 0,538462 | 53,8461538
2 06:15:34 22 22 1 100
3 06:16:34 12 6 05 50
4 06:17:34 18 15 0,833333 | 83,3333333
5 06:18:34 22 20 0,909091 | 90,9090909
6 06:19:34 31 28 0,903226 | 90,3225806
7 06:20:34 30 30 1 100
8 06:21:34 21 15 0,714286 | 71,4285714
9 06:22:34 14 12 0,857143 | 85,7142857
10 06:23:34 38 38 1 100
Rata - rata akurasi % 82,5554016
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Terlihat error yang didapatkan menggunakan mse adalah sebesar 13.4
ukuran yang masih bisa dikatakan cukup baik dan akurasi yang baik sekitar 82,56%.
Perbandingan juga dilakukan pada nilai atas yang merupakan jumlah kendaraan

yang dihitung dari bawah ke atas ditunjukkan pada Tabel 4.8:

Tabel 4. 6 Perbandingan total kendaraaan aktual dengan prediksi untuk nilai

bawah
Pengujian Total Total N B
(atas) Waktu [Kendaraan Kenda_raa_m Selisin | (Selisih)"2
Aktual Prediksi

1 06:14:34 14 10 4 16
2 06:15:34 10 7 3 9
3 06:16:34 19 14 5 25
4 06:17:34 18 7 11 121
5 06:18:34 24 13 11 121
6 06:19:34 22 10 12 144
7 06:20:34 34 19 15 225
8 06:21:34 15 11 4 16
9 06:22:34 14 6 8 64
10 06:23:34 34 18 16 256

Jumlah 204 115 SUM 997

997
MSE (Mean Squared Error) = 0= 99.7

Nilai mse yang diperoleh pada sistem perhitungan kendaraan ke arah atas
adalah sebesar 99.7 yang berarti nilai tidak memenuhi ukuran batasan yang
diberikan yaitu estimasi dibawah 20 bahkan sangat jauh dari harapan, sehingga
model training untuk menghitung kendaraan ke arah atas perlu ditingkatkan hal ini
dapat masuk dalam bagian saran untuk peningkatan performa sistem yang lebih
baik. Karena sistem perhitungan kendaraan nilai bawah dan nilai atas sangat

berpengaruh satu sama lain.
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Tabel 4. 7 Rata — rata akurasi prediksi kendaraan nilai atas

Pengujian Total Total akur_asi akurasi_%
(bawah) Waktu [Kendaraan Kenda_raa_ln (prediksi /| (akurasi x
Aktual Prediksi | aktual) 100%)
1 06:14:34 14 10 0,714286 | 71,4285714
2 06:15:34 10 7 0,7 70
3 06:16:34 19 14 0,736842 | 73,6842105
4 06:17:34 18 7 0,388889 | 38,3888889
5 06:18:34 24 13 0,541667 | 54,1666667
6 06:19:34 22 10 0,454545 | 45,4545455
7 06:20:34 34 19 0,558824 | 55,8823529
8 06:21:34 15 11 0,733333 | 73,3333333
9 06:22:34 14 6 0,428571 | 42,8571429
10 06:23:34 34 18 0,529412 | 52,9411765
Rata - rata akurasi % 57,8636889

Error yang didapatkan melalui mse untuk kendaraan yang melintas menuju
atas adalah 99,7 yang sangat besar dan juga akurasinya sekitar 57,86%. Analisis
dari ketiga perbandingan model training, nilai bawah dan nilai atas berdasarkan
tabel berikut:

Tabel 4. 8 Perbandingan aplikasi sistem nilai bawah, nilai atas da model training

Aplikasi Sistem Aplikasi Sistem .
Model T
(bawah) (atas) Sl LY
mse akurasi mse akurasi map akurasi
13.4 82.56% 99.7 57.86% | 97.5% | 82.35%

Melalui tabel perbandingan tersebut diketahui bahwa penerapan model
training machine learning nilai akurasinya hampir sebanding dengan nilai akurasi
sistem nilai bawah dengan kata lain penerapan model training yang diintegrasikan
ke aplikasi berjalan dengan sangat baik. Sedangkan prediksi aplikasi sistem nilai
atas menghasilkan akurasi yang kecil sehingga probabilitas memprediksi objek
kendaraan hanya satu banding dua dari objek kendaraan yang ada. Hal tersebut
dapat terjadi terutama jumlah data gambar yang di training dan pembacaan model
training terhadap tiap frame rekaman CCTV dimana diambil dari sudut satu sisi

jalan.
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Pembaharuan sistem yang dilakukan pada penelitian ini adalah pada sistem
yang memprediksi serta menghitung dua ruas jalan dari arah atas dan arah bawah
dan juga pengujian yang dilakukan per menit dengan data yang lebih banyak yaitu
10 pengujian aplikasi dalam menghitung objek kenaraan yang dilakukan selama 10
menit. Akurasi yang didapatkan dari seluruh total pengujian 82% berpengaruh pada
objek yang diklasifikasi secara baik dan metrik evaluasi yang digunakan adalah
MAP (mean average error) yaitu 97% yang memberikan pengaruh pada ketepatan

kebenaran objek asli yang diklasifikasi.

4.3.2 Analisis Hasil Evaluasi Sistem Kilasifikasi terhadap Penelitian
Terdahulu
Hasil evaluasi sistem dapat dilihat melalui Tabel 4.8, sistem klasifikasi

memiliki akurasi penghitungan nilai bawah sebesar 82,56% dengan memiliki fitur
penghitungan nilai atas dengan akurasi yang masih dikembangkan sebesar 57,86%,
dari hasil tersebut dihubungkan dengan model training memiliki akurasi yang
sebanding yaitu sebesar 82,35% dengan metrik MAP untuk objek deteksi sebesar
97,5%.

Jika dibandingkan dengan penelitian yang dilakukan oleh Al Okaishi (2020)
akurasi rata-rata seluruh obejk kendaraan yang diprediksi sebesar 95% yang hanya
dihitung satu arah dengan total kendaraan yang dihitung sebanyak 106 buah.
Penelitian yang dilakukan Pramana, dkk (2020) dengan pengambilan satu arah
menggunakan 100 buah data uji algoritma CNN Lenet menghasilkan akurasi
sebesar 86%. Terlihat pada Tabel 4.9:

Tabel 4. 9 Perbandingan Aplikasi Sistem Klasifikasi dengan Penelitian Terdahulu

. . . Arah Jumlah

Penelitian Algoritma | Akurasi Klasifikasi| Data Uji
Abid (2022) YOLOvV3 82% 2 425
Al Okaishi, dkk (2020) CNN 95% 1 106
Pramana, dkk (2020) CNN Lenet 86% 1 100

Pengembangan sistem Kklasifikasi yang diimplementasikan ke dalam
aplikasi dengan menggunakan algoritma YOLO untuk dua arah klasifikasi yang
berbeda lebih efektif dan efisien dengan mempertahankan akurasi diatas 80% yang

mampu mempertahankan model machine learning untuk data yang lebih banyak.
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BAB V
PENUTUP

5.1 Kesimpulan

Berdasarkan penelitian beserta pengujian yang sudah dilakukan, penelitian
“Perancangan Sistem Machine Learning untuk Klasifikasi Kendaraan pada
Persimpangan Traffic Light”, penulis menarik kesimpulan, bahwa:

1. Performa sistem machine learning yang diterpkan ke dalam aplikasi dapat
berjalan dengan baik. Hal tersebut dibuktikan dari nilai akurasi 82,56%
dengan estimasi nilai error mse (mean squared error) sebesar 13,4 serta
metrik evaluasi untuk objek deteksi menggunakan mAP (mean average
precision) didapatkan nilai yang sangat tinggi dalam menklasifikasikan
kendaraan yaitu 97,5%, dan

2. aplikasi yang dibuat memiliki fitur menghitung kendaraan dari dua arah
yang berbeda dengan pengujian terhadap 425 data gambar uji yang nilai
akurasinya dipertahankan sebesar 82% dari proses training model dengan
aplikasi sistem klasifikasi yang apabila dibandingkan dengan penelitian

terdahulu masih lebih baik aplikai pada penelitian ini.
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Lampiran 3. Kode Program Training Model Machine Learning

# Cek NVIDIA CUDA
'nvidia-smi

# Menghubungkan colab dengan gdrive
from google.colab import drive
drive.mount ('/content/gdrive')

!In -s /content/gdrive/My\ Drive/ /mydrive
!'ls /mydrive

# Clone Darknet
!git clone https://github.com/AlexeyAB/darknet

# Konfigurasi Darkent untuk penggunaan Algoritma Yolov3
%cd darknet

!sed -i 's/OPENCV=0/0OPENCV=1/' Makefile

!'sed -i 's/GPU=0/GPU=1/' Makefile

!'sed -i 's/CUDNN=0/CUDNN=1/' Makefile

# Compile Konfigurasi Darknet
'make

# Copy file yolov3.cfg untuk digunakan dalam model
!cp cfg/yolov3-tiny.cfg cfg/yolov3 training.cfg

# Mengubah beberapa parameter layer untuk penyesuaian model y
ang lebih baik

!sed -1 's/batch=1/batch=64/"' cfg/yolov3 training.cfg

!sed -

i 's/subdivisions=1/subdivisions=16/"' cfg/yolov3 training.cfg
!sed -

i 's/max batches = 500200/max _batches = 4000/' cfg/yolov3 tra
ining.cfg

!sed -1 '610 s@classes=80@classes=2@"' cfg/yolov3 training.cfg
!sed -1 '696 s@classes=80@classes=2@"' cfg/yolov3 training.cfg
!sed -1 '783 s@classes=80@classes=2@"' cfg/yolov3 training.cfg
lsed -

i '603 s@filters=255@filters=21Q"' cfg/yolov3 training.cfg
!sed -

i '689 s@filters=255@filters=21@"' cfg/yolov3 training.cfg
!sed -

i '776 s@filters=255@filters=21Q@' cfg/yolov3 training.cfg
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# Membuat file direktori data training
lecho -e 'rodadua\nrodaempat' > data/obj.names
'echo -

2 \ntrain = data/train.txt \nvalid = data/test.t
xt\n names = data/obj.names\n backup = /content/gdrive/MyDriv

e 'classes
e/penelitian-yolo-skripsi/evaluate-mAP' > data/obj.data

# Save model konfigurasi yolov3 training.cfg

!cp cfg/yolov3 training.cfg /content/gdrive/MyDrive/penelitia
n-yolo-skripsi/evaluate-mAP/yolov3 training.cfg

!cp data/obj.names /content/gdrive/MyDrive/penelitian-yolo-
skripsi/evaluate-mAP/classes.txt

# Unzip Dataset Gambar Kendaraan

!mkdir data/ob]

'unzip /content/gdrive/MyDrive/penelitian-yolo-
skripsi/evaluate-mAP/kendaraan.zip -d data/obj

# train test split data gambar kendaraan
import glob

import os
image list = '/content/darknet/data/obj/kendaraan-2"
percentage test = 10

file train = open('data/train.txt', 'w')
file test = open('data/test.txt', 'w')

counter = 1
index test = round(100/percentage test)
for file in glob.iglob(os.path.join(image list, '*.JPG')):
title, ext = os.path.splitext(os.path.basename (file))
if counter == index test:
counter = 1
file test.write(image list + "/" + title + '.JPG' + "\n")
else:
file train.write(image list + "/" + title + '.JPG' + "\n"

counter = counter + 1
# Donwload pre-

trained weights untuk mengambil layer konvolusi
'wget https://pjreddie.com/media/files/darknet53.conv. 74
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# Mulai Training Model
!'./darknet detector train data/obj.data cfg/yolov3 training.c
fg darknet53.conv.74 -dont show

# Mencari Yolov3 MAP Evaluate

!'./darknet detector mAP /content/darknet/data/obj.data /conte
nt/darknet/cfg/yolov3 training.cfg /content/gdrive/MyDrive/pe
nelitian-yolo-skripsi/evaluate-

mAP/yolov3 training last.weights

# Mencari Yolov3 Recall

! ./darknet detector recall /content/darknet/data/obj.data /co
ntent/darknet/cfg/yolov3 training.cfg /content/gdrive/MyDrive
/penelitian-yolo-skripsi/evaluate-

mAP/yolov3 training last.weights

# hasil deteksi menggunakan data gambar uji

!./darknet detector test /content/darknet/data/obj.data /cont
ent/darknet/cfg/yolov3 training.cfg /content/gdrive/MyDrive/p
enelitian-yolo-skripsi/evaluate-

mAP/yolov3 training last.weights -dont show -

ext output < data/test.txt > data/result.txt

# Testing model training dengan data gambar uji
from google.colab.patches import cv2Z imshow
#%matplotlib inline
#from matplotlib import pyplot as plt
class _ids = []
confidences = []
boxes = []
for out in outs:
for detection in out:
scores = detection[5:]
class _id = np.argmax (scores)
confidence = scores|[class id]
if confidence > 0.5:
# Deteksi objek
center x = int (detection[0] * width)
center y = int (detection[l] * height)
int (detection[2] * width)
int (detection[3] * height)
int (center x - w / 2)

W

h
X
y = int(center y - h / 2)
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boxes.append ([x, y, w, h])
confidences.append (float (confidence))
class_ids.append(class_id)

indexes = cv2.dnn.NMSBoxes (boxes, confidences, 0.5, 0.4)
#print (indexes)
font = cv2 .FONT HERSHEY PLAIN
for i in range (len (boxes)) :
if i in indexes:

X, y, w, h = boxes[i]
label = str(classes[class_ids[i]])
color = colors[class ids[i]]

cv2.rectangle(img, (x, y), (x + w, y + h), color, 2)
cv2.putText (img, label, (x, y + 30), font, 1, color,
3)

cv2 imshow (img)

cv2.waitKey (0)
cv2.destroyAllWindows ()




Lampiran 4. Kode Program Pengujian Model Training

import cv2

import numpy as np
import time

import collections
from tracker import *

tracker = EuclideanDistTracker()
input_size = 320

# Menentukan batasan nilai
confThreshold = 0.2
nmsThreshold = 0.2

font_color = (0, 0, 255)
font_size=0.5
font_thickness = 2

# Garis penghitung

middle_line_position = 150

up_line_position = middle_line_position - 15
down_line_position = middle_line_position + 15

# List kelas nama

classesFile = "obj.names"

classNames = open(classesFile).read().strip().split("\n")
print(classNames)

print(len(classNames))

required_class_index = [0, 1]
detected_classNames =[]

model_Config = 'yolov3_testing_100sampl.cfg’
model_Weights = 'yolov3_training_last_100sampl.weights'

net = cv2.dnn.readNetFromDarknet(model _Config, model Weights)
net.setPreferableBackend(cv2.dnn.DNN_BACKEND_OPENCV)
net.setPreferableBackend(cv2.dnn.DNN_TARGET_CPU)

np.random.seed(42)
colors = np.random.randint(0, 255, size=(len(classNames), 3), dtype="uint8')

def find_center(x, y, w, h):
x1=int(w/2)
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y1=int(h/2)
cX = x+x1
cy=y+yl
return cx, cy

temp_up_list =]
temp_down_list =]
up_list = [0, 0]
down_list = [0, 0]

# Fungsi penghitung kendaraan
def count_vehicle(box_id, img):

X, ¥, W, h, id, index = box_id

center = find_center(X, y, w, h)
ix, 1y = center

if (iy > up_line_position) and (Iy < middle_line_position):

if id not in temp_up_list:
temp_up_list.append(id)

elif iy < down_line_position and iy > middle_line_position:

if id not in temp_down_list:
temp_down_list.append(id)

elif iy <up_line_position:
if id in temp_down_list:
temp_down_list.remove(id)
up_list[index] = up_list[index]+1

elif iy > down_line_position:
if id in temp_up_list:
temp_up_list.remove(id)
down_list[index] = down_list[index] + 1

cv2.circle(img, center, 2, (0, 0, 255), -1)

# Membentuk bounding box
def postProcess(outputs,img):
global detected classNames
height, width = img.shape[:2]
boxes =]
classlds =]
confidence_scores =[]
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detection =[]
for output in outputs:
for det in output:
scores = det[5:]
classld = np.argmax(scores)
confidence = scores[classid]
if classld in required_class_index:
if confidence > confThreshold:
# print(classld)
w,h = int(det[2]*width) , int(det[3]*height)
X,y = int((det[0]*width)-w/2) , int((det[1]*height)-h/2)
boxes.append([X,y,w,h])
classlds.append(classid)
confidence_scores.append(float(confidence))

indices = cv2.dnn.NMSBoxes(boxes, confidence_scores, confThreshold,
nmsThreshold)

if len(indices) > 0:
for i in indices.flatten():
X, ¥, w, h = boxes[i][0], boxes[i][1], boxes[i][2], boxes[i][3]

color = [int(c) for c in colors[classlds][i]]]
name = classNames|[classlds[i]]
detected_classNames.append(name)
cv2.putText(img,f{name.upper()}',

(X, y-10), cv2.FONT_HERSHEY_SIMPLEX, 0.5, color, 1)

cv2.rectangle(img, (X, y), (x + w, y + h), color, 1)
detection.append([x, y, w, h, required_class_index.index(classlds[i])])

boxes_ids = tracker.update(detection)
for box_id in boxes_ids:
count_vehicle(box _id, img)

# Variabel video
cap = cv2.VideoCapture('traffic-3.mp4’)

# Fungsi membaca realtime — video berjalan
def realTime():
while True:
success, img = cap.read()
img = cv2.resize(img,(0,0),None,0.5,0.5)
ih, iw, channels = img.shape
blob = cv2.dnn.blobFromImage(img, 1 / 255, (input_size, input_size), [0,
0, 0], 1, crop=False)
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net.setinput(blob)

layersNames = net.getLayerNames()

outputNames = [(layersNames[i[0] - 1]) for i in
net.getUnconnectedOutLayers()]

outputs = net.forward(outputNames)
postProcess(outputs,img)

cv2.line(img, (0, middle_line_position), (iw, middle_line_position), (255,
0, 255), 2)

cv2.line(img, (0, up_line_position), (iw, up_line_position), (0, 0, 255), 2)

cv2.line(img, (0, down_line_position), (iw, down_line_position), (0, O,
255), 2)

cv2.putText(img, "Atas", (110, 20), cv2.FONT_HERSHEY_SIMPLEX,
font_size, font_color, font_thickness)

cv2.putText(img, "Jumlah®, (160, 20), cv2.FONT_HERSHEY_SIMPLEX,
font_size, font_color, font_thickness)

cv2.putText(img, "Roda 2 : "+ str(down_list[0]), (20, 40),
cv2.FONT_HERSHEY_SIMPLEX, font_size, font_color, font_thickness)

cv2.putText(img, "Roda 4 : "+ str(down_list[1]), (20, 60),
cv2.FONT_HERSHEY_SIMPLEX, font_size, font_color, font_thickness)

cv2.putText(img, "Mobil : "+ str(down_list[0]), (20, 40),
cv2.FONT_HERSHEY_SIMPLEX, font_size, font_color, font_thickness)

cv2.putText(img, "Motor : "+ str(down_list[1]), (20, 60),
cv2.FONT_HERSHEY_SIMPLEX, font_size, font_color, font_thickness)

cv2.putText(img, "Bus "+ str(down_list[2]), (20, 80),
cv2.FONT_HERSHEY_SIMPLEX, font_size, font_color, font_thickness)

cv2.putText(img, "Truk : "+ str(down_list[3]), (20, 100),
cv2.FONT_HERSHEY_SIMPLEX, font_size, font_color, font_thickness)

cv2.imshow(", img)

if cv2.waitKey(1) == ord('q’):
break

cap.release()
cv2.destroyAllWindows()

if _name__ ==' main__"
real Time()




Lampiran 5. Kode Program Ul Aplikasi Klasifikasi

78

# -*- coding: utf-8 -*-

# Form implementation generated from reading ui file
'ui_main_window_fix_atas.ui'

#

# Created by: PyQt5 Ul code generator 5.9.2

#

# WARNING! All changes made in this file will be lost!

from PyQt5 import QtCore, QtGui, QtWidgets

class Ui_Form(object):

def setupUi(self, Form):
Form.setObjectName("Form")
Form.resize(1127, 668)
self.image_label = QtWidgets.QLabel(Form)
self.image_label.setGeometry(QtCore.QRect(10, 60, 921, 581))
self.image_label.setFrameShape(QtWidgets.QFrame.Box)
self.image_label.setAlignment(QtCore.Qt.AlignCenter)
self.image_label.setObjectName(*image_label™)
self.label = QtWidgets.QLabel(Form)
self.label.setGeometry(QtCore.QRect(330, 10, 441, 51))
font = QtGui.QFont()
font.setPointSize(14)
font.setBold(True)
font.setWeight(75)
self.label.setFont(font)
self.label.setObjectName(*label™)
self.control_bt_5 = QtWidgets.QPushButton(Form)
self.control_bt_5.setGeometry(QtCore.QRect(950, 400, 161, 31))
font = QtGui.QFont()
font.setPointSize(10)
self.control_bt_5.setFont(font)
self.control_bt_5.setObjectName("control_bt 5")
self.control_bt_2 = QtWidgets.QPushButton(Form)
self.control_bt_2.setGeometry(QtCore.QRect(950, 480, 161, 31))
font = QtGui.QFont()
font.setPointSize(10)
self.control_bt_2.setFont(font)
self.control_bt_2.setObjectName("control_bt 2")
self.frame = QtWidgets.QFrame(Form)
self.frame.setGeometry(QtCore.QRect(940, 140, 171, 181))
self.frame.setFrameShape(QtWidgets.QFrame.Panel)
self.frame.setFrameShadow(QtWidgets.QFrame.Raised)




79

self.frame.setLineWidth(5)

self.frame.setObjectName("frame™)

self.image_label 2 = QtWidgets.QLabel(self.frame)
self.image_label_2.setGeometry(QtCore.QRect(19, 90, 51, 16))
font = QtGui.QFont()

font.setPointSize(10)

self.image_label_2.setFont(font)

self.image_label _2.setObjectName("image_label_2")
self.image_label_4 = QtWidgets.QLabel(self.frame)
self.image_label_4.setGeometry(QtCore.QRect(75, 90, 41, 20))
font = QtGui.QFont()

font.setPointSize(10)

self.image_label_4.setFont(font)
self.image_label_4.setAlignment(QtCore.Qt.AlignCenter)
self.image_label_4.setObjectName("image_label_4")
self.image_label 5 = QtWidgets.QLabel(self.frame)
self.image_label_5.setGeometry(QtCore.QRect(75, 120, 41, 20))
font = QtGui.QFont()

font.setPointSize(10)

self.image_label 5.setFont(font)
self.image_label_5.setAlignment(QtCore.Qt.AlignCenter)
self.image_label 5.setObjectName(*image_label 5")
self.image_label_3 = QtWidgets.QLabel(self.frame)
self.image_label 3.setGeometry(QtCore.QRect(20, 120, 51, 16))
font = QtGui.QFont()

font.setPointSize(10)

self.image_label 3.setFont(font)

self.image_label 3.setObjectName("image_label 3")
self.label_2 = QtWidgets.QLabel(self.frame)
self.label_2.setGeometry(QtCore.QRect(50, 10, 71, 31))

font = QtGui.QFont()

font.setPointSize(12)

self.label_2.setFont(font)
self.label_2.setFrameShape(QtWidgets.QFrame.Box)
self.label_2.setAlignment(QtCore.Qt.AlignCenter)
self.label_2.setObjectName("label _2")

self.image_label 6 = QtWidgets.QLabel(self.frame)
self.image_label_6.setGeometry(QtCore.QRect(120, 90, 41, 20))
font = QtGui.QFont()

font.setPointSize(10)

self.image_label 6.setFont(font)
self.image_label_6.setAlignment(QtCore.Qt.AlignCenter)
self.image_label 6.setObjectName("image_label 6")
self.image_label 7 = QtWidgets.QLabel(self.frame)
self.image_label 7.setGeometry(QtCore.QRect(120, 120, 41, 20))
font = QtGui.QFont()
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font.setPointSize(10)

self.image_label_7.setFont(font)
self.image_label_7.setAlignment(QtCore.Qt.AlignCenter)
self.image_label _7.setObjectName("image_label_7")
self.image_label_8 = QtWidgets.QLabel(self.frame)
self.image_label_8.setGeometry(QtCore.QRect(120, 70, 41, 16))
font = QtGui.QFont()

font.setPointSize(10)

self.image_label_8.setFont(font)
self.image_label_8.setAlignment(QtCore.Qt.AlignCenter)
self.image_label_8.setObjectName(*image_label_8")
self.image_label 9 = QtWidgets.QLabel(self.frame)
self.image_label_9.setGeometry(QtCore.QRect(70, 70, 51, 16))
font = QtGui.QFont()

font.setPointSize(10)

self.image_label 9.setFont(font)
self.image_label_9.setAlignment(QtCore.Qt.AlignCenter)
self.image_label 9.setObjectName("image_label 9")
self.control_bt_4 = QtWidgets.QPushButton(Form)
self.control_bt_4.setGeometry(QtCore.QRect(950, 360, 161, 31))
font = QtGui.QFont()

font.setPointSize(10)

self.control_bt_4.setFont(font)
self.control_bt_4.setObjectName("control_bt 4")
self.control_bt_3 = QtWidgets.QPushButton(Form)
self.control_bt_3.setGeometry(QtCore.QRect(950, 520, 161, 31))
font = QtGui.QFont()

font.setPointSize(10)

self.control_bt_3.setFont(font)
self.control_bt_3.setObjectName("control_bt_3")

self.control_bt = QtWidgets.QPushButton(Form)
self.control_bt.setGeometry(QtCore.QRect(950, 440, 161, 31))
font = QtGui.QFont()

font.setPointSize(10)

self.control_bt.setFont(font)
self.control_bt.setObjectName("control_bt™)
self.image_label 10 = QtWidgets.QLabel(Form)
self.image_label_10.setGeometry(QtCore.QRect(10, 640, 261, 16))
font = QtGui.QFont()

font.setPointSize(7)

self.image_label 10.setFont(font)
self.image_label_10.setAlignment(QtCore.Qt.AlignLeading|QtCore.Qt.Ali

gnlLeft|QtCore.Qt.AlignVCenter)

self.image_label_10.setObjectName("image_label_10")

self.retranslateUi(Form)
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QtCore.QMetaObject.connectSlotsByName(Form)

def retranslateUi(self, Form):

_translate = QtCore.QCoreApplication.translate
Form.setWindowTitle(_translate("Form”, "Aplikasi Klasifikasi

Kendaraan™))
self.image_label.setText(_translate("Form", "Webcam or Video"))
self.label.setText(_translate("Form™, "Aplikasi Klasifikasi dan Penghitung

Kendaraan™))
self.control_bt_5.setText(_translate("Form”, "Start - Import"))
self.control_bt_2.setText(_translate("Form", "Stop™))
self.image_label 2.setText(_translate("Form™, "Roda 2 :"))
self.image_label_4.setText(_translate("Form™, "0"))
self.image_label 5.setText(_translate("Form™, "0"))
self.image_label_3.setText(_translate("Form™, "Roda 4 :"))
self.label_2.setText(_translate("Form™, "Counting™))
self.image_label_6.setText(_translate("Form™, "0"))
self.image_label 7.setText(_translate("Form™, "0"))
self.image_label_8.setText(_translate("Form™, "Atas"))
self.image_label 9.setText(_translate(Form™, "Bawah"))
self.control_bt_4.setText(_translate("Form", "Import™))
self.control_bt_3.setText(_translate("Form", "Exit™))
self.control_bt.setText(_translate("Form", "Start"))
self.image_label 10.setText(_translate("Form", "Created by : Abid Juliant

Indraswara, Universitas Tidar"))
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#tt --- Created by ---------------- Htt
### --- Abid Juliant Indraswara --- ###
### --- 1810501059 ---------------- it

# import system module

from fileinput import filename
from logging import FileHandler
import sys

# import beberaoa PyQt5 modules

from PyQt5.QtGui import *

from PyQt5.QtCore import *

from PyQt5.QtWidgets import *

from PyQt5.QtWidgets import QApplication
from PyQt5.QtWidgets import QWidget
from PyQt5.QtGui import QIlmage

from PyQt5.QtGui import QPixmAP

from PyQt5.QtCore import QTimer

# import Opencv, Numpy and file Tracker
import cv2

import 0s

from isort import file

import numpy as np

from tracker import *

# import pyqgt5 ui
from ui_main_window_fix_atas import *

# input variabel tracker dan input_size
tracker = EuclideanDistTracker()
input_size = 320

# batasan nilai penghitung kendaraan
confThreshold = 0.2
nmsThreshold = 0.2

# variabel font
font_color = (0, 0, 255)
font_size =0.5
font_thickness = 2
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# variabel garis penghitung
middle_line_position = 200

up_line_position = middle_line_position - 15
down_line_position = middle_line_position + 15

# variabel daftar kelas klasifikasi kendaraan

classesFile = r"C:\Users\Lenovo\Documents\Project Jupyter\aplikasi-
counting\obj.names"

classNames = open(classesFile).read().strip().split("\n")
print(classNames)

print(len(classNames))

# index kelas klasifikasi
required_class_index = [0, 1]
detected_classNames =]

# variabel model Yolov3

model_Config = r"C:\Users\Lenovo\Documents\Project Jupyter\aplikasi-
counting\yolov3_testing_100sampl.cfg"

model_Weights = r"C:\Users\Lenovo\Documents\Project Jupytenaplikasi-
counting\yolov3_training_final_100sampl.weights"

net = cv2.dnn.readNetFromDarknet(model_Config, model_Weights)
net.setPreferableBackend(cv2.dnn.DNN_BACKEND_OPENCV)
net.setPreferableBackend(cv2.dnn.DNN_TARGET_CPU)

# random color untuk font dan garis penghitung
np.random.seed(42)
colors = np.random.randint(0, 255, size=(len(classNames), 3), dtype="uint8')

# fungsi mencari nilai tengah objek
def find_center(x, y, w, h):
x1=int(w/2)
y1=int(h/2)
cX = x+x1
cy=y+yl
return cx, cy

# variabel daftar nilai penghitung
temp_up_list =]
temp_down_list =]

up_list = [0, 0]

down_list = [0, 0]

class MainWindow(QWidget):
# class constructor
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def __init_ (self):
# call QWidget constructor
super().__init_ ()
self.ui = Ui_Form()
self.ui.setupUi(self)

# create a timer

self.timer = QTimer()

# set timer timeout callback function
self.timer.timeout.connect(self.viewCam)

# set control button callback clicked function
self.ui.control_bt.clicked.connect(self.controlTimer)
self.ui.control_bt_2.clicked.connect(self.stopTimer)
self.ui.control_bt_3.clicked.connect(self.exitButtonClick)
self.ui.control_bt_4.clicked.connect(self.importButtonClick)
self.ui.control_bt_5.clicked.connect(self.control Timer2)

# view camera
def viewCam(self):
# read image in BGR format
ret, image = self.cap.read()
# convert image to RGB format
#image = cv2.cvtColor(image, cv2.COLOR_BGR2RGB)
image = cv2.resize(image,(0,0),None,0.5,0.5)
# get image infos
height, width, channel = image.shape
step = channel * width
blob = cv2.dnn.blobFromimage(image, 1 / 255, (input_size, input_size),
[0, 0, 0], 1, crop=False)

net.setlnput(blob)

layersNames = net.getLayerNames()

outputNames = [(layersNames[i[0] - 1]) for i in
net.getUnconnectedOutLayers()]

outputs = net.forward(outputNames)
self.postProcess(outputs,image)

cv2.line(image, (0, middle_line_position), (width, middle_line_position),
(255, 0, 255), 2)

cv2.line(image, (0, up_line_position), (width, up_line_position), (0, O,
255), 2)

cv2.line(image, (0, down_line_position), (width, down_line_position), (O,
0, 255), 2)
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#cv2.putText(image, "Jumlah™, (160, 20),
cv2.FONT_HERSHEY_SIMPLEX, font_size, font_color, font_thickness)

#cv2.putText(image, "Roda 2 : "+ str(down_list[0]), (20, 40),
cv2.FONT_HERSHEY_SIMPLEX, font_size, font_color, font_thickness)
#cv2.putText(image, "Roda 4 : "+ str(down_list[1]), (20, 60),

cv2.FONT_HERSHEY_SIMPLEX, font_size, font_color, font_thickness)

# menampilkan counting pada GUI

# atas
self.ui.image_label_6.setText(str(up_list[0]))
self.ui.image_label_7.setText(str(up_list[1]))

# bawah
self.ui.image_label_4.setText(str(down_list[0]))
self.ui.image_label_5.setText(str(down_list[1]))

# create QImage from image

glmg = QImage(image.data, width, height, step,
QlImage.Format_RGB888)

# show image in img_label

self.ui.image_label.setPixmAP(QPixmAP.fromImage(qimg))

# start/stop timer
def controlTimer(self):
# create video capture
self.cap = cv2.VideoCapture(0)
# start timer
self.timer.start(1)

def controlTimer2(self):

# create video capture

print(self.file_name)

filename = ".join(self.file_name)

#filename = 'C:\\Users\\Lenovo\\Documents\\Project Jupyter\\aplikasi-
counting\\traffic.mp4'

self.cap = cv2.VideoCapture(filename)

# start timer

self.timer.start(1)

def stopTimer(self):
self.timer.stop()
self.cap.release()

def exitButtonClick(self):
self.close()

def importButtonClick(self):
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filedir = QFileDialog.getOpenFileName(self,
"Pilih file", "C:\\Users\\Lenovo\\Documents\\Project Jupyter\\aplikasi-
counting"
#,"All Files (*)",
#'Pilih file', os.curdir,
#Video File (*.mp4);; Video File (*.avi)',
,*.mp4"
)
file_name = filedir[0]
pengganti = "\\\\"
self.file_name = file_name.replace("/", pengganti)
n_index = len(file_name)
if not filedir[0]: return
#self.fileLabel.setText('Nama file: ' + filedir[0])
fileHandle = QFile(filedir[0])
if not fileHandle.open(QIODevice.ReadOnly) : return
#stream = QTextStream(fileHandle)
#self.textEdit.setPlainText(stream.readAll())
print(n_index)
print(self.file_name)
fileHandle.close()

def count_vehicle(self, box_id, image):
X, ¥, W, h, id, index = box_id

center = find_center(x, y, w, h)
iX, Iy = center

if (iy > up_line_position) and (iy < middle_line_position):

if id not in temp_up_list:
temp_up_list.append(id)

elif iy < down_line_position and iy > middle_line_position:
if id not in temp_down_list:
temp_down_list.append(id)

elif iy < up_line_position:
if id in temp_down_list:
temp_down_list.remove(id)
up_list[index] = up_list[index]+1

elif iy > down_line_position:
if id in temp_up_list:
temp_up_list.remove(id)
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down_list[index] = down_list[index] + 1
cv2.circle(image, center, 2, (0, 0, 255), -1)

def postProcess(self, outputs, image):
global detected classNames
height, width = image.shape[:2]
boxes =]
classlds =[]
confidence_scores =[]
detection =[]
for output in outputs:
for det in output:
scores = det[5:]
classld = np.argmax(scores)
confidence = scores[classld]
if classld in required_class_index:
if confidence > confThreshold:
# print(classld)
w,h = int(det[2]*width) , int(det[3]*height)
X,y = int((det[0]*width)-w/2) , int((det[1]*height)-h/2)
boxes.append([X,y,w,h])
classlds.append(classid)
confidence_scores.append(float(confidence))

indices = cv2.dnn.NMSBoxes(boxes, confidence_scores, confThreshold,
nmsThreshold)

if len(indices) > 0:
for i in indices.flatten():
X, Y, W, h = boxes[i][0], boxes[i][1], boxes[i][2], boxes[i][3]

color = [int(c) for c in colors[classlds[i]]]
name = classNames|[classlds[i]]
detected classNames.append(name)
cv2.putText(image,f'{name.upper()},
(x, y-10), cv2.FONT_HERSHEY_SIMPLEX, 0.5, color, 1)

cv2.rectangle(image, (X, y), (X +w, y + h), color, 1)
detection.append([x, y, w, h, required_class_index.index(classlds[i])])

boxes_ids = tracker.update(detection)
for box_id in boxes_ids:
self.count_vehicle(box_id, image)

if _name_ ==' main_ "
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app = QApplication(sys.argv)

# create and show mainWindow
mainWindow = MainWindow()
mainWindow.show()

sys.exit(app.exec ()
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Lampiran 7. Tampilan Aplikasi Klasifikasi Kendaraan

57 Aplkasi Klasifikasi Kendersan

Aplikasi Klasifikasi dan Penghitung Kendaraan

Bawah Atas
Roda2: 671 351
Rodad: 217 123

Import

Start - Impart

Crastad by + Abd Mare Tedraswacs, Ui ecdias Tar
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